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PERSPECTIVES

ings open up a new fi eld of investigation that 
will need to elucidate both the physiological 
and biochemical functions that RNA gran-
ules control in the lens. Such functions could 
include the selective translation of mRNAs 
for structural genes to facilitate the produc-
tion of 10% or more of the vertebrate lens 
proteome from mRNA produced by a sin-
gle-copy gene ( 15), the transport of mRNAs 
through the dense lens fi ber cell cytoplasm 
to a site of local translation, and fi ne control 
of gene expression necessary to set up the 
refractive index gradient, which corrects for 
spherical aberration in biological lenses ( 2). 

These future investigations may provide a 
new paradigm for the posttranscriptional reg-
ulation of gene expression in somatic cells.  
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Antarctica’s Deep Frozen “Lakes”

GEOCHEMISTRY

Slawek Tulaczyk and Saffi a Hossainzadeh  

Airborne radar surveys performed over East 

Antarctica reveal massive and widespread 

bodies of accreted basal ice.

        T
he Antarctic ice sheet is made of mete-
oric ice formed by compression and 
recrystallization of snow. On page 

1592 of this issue, Bell et al. ( 1) report new 
radar data that shows that this ostensibly 
obvious statement is not fully correct. They 
demonstrate that over a large fraction of East 
Antarctica the deepest section of the ice sheet 
contains thick basal accreted ice. This ice did 
not originate as surface snow but developed 
when subglacial meltwater was frozen onto 
the underside of the ice sheet to form frozen 
analogs of Antarctic subglacial lakes. These 
accreted ice masses expose the existence 
of an internal hydrological system, which 
accomplishes appreciable redistribution of 
mass and heat within the Antarctic ice sheet. 
Because basal accreted ice does not develop 
from surface snow, it does not contain direct 
records of past climates. Hence, its unexpect-
edly high abundance in the interior of Ant-
arctica will affect the ongoing search for the 
oldest ice on Earth. Frozen-on basal ice lay-
ers provide, however, a new, exciting archive 
of spatial and temporal dynamics in subgla-
cial hydrology and microbial life habitats. 
Accreted basal ice may be softer than regu-
lar glacial ice; its widespread existence may 
make the Antarctic ice sheet more susceptible 
to changes in velocity and mass balance than 
current models recognize.

Accreted basal ice layers are known from 
past Antarctic studies, but the newly discov-
ered ones are considerably thicker and more 

widespread. Boreholes in West Antarctica 
encountered accreted ice that is just 5 to 15 
m thick ( 2,  3). In contrast, Bell et al. imaged 
accreted ice that is hundreds of meters thick. 
Basal conditions favor freezing over approx-
imately half of the area of the Antarctic 
ice sheet ( 4) (see the fi gure). If the average 
thickness of Antarctic accreted ice is in the 
range of 10 m to 100 m, its volume is around 
100,000 to 1,000,000 km3, i.e., much larger 
than the estimated volume of Antarctic sub-
glacial lakes, 10,000 km3 ( 5). It may even 
exceed the volume of all glaciers on Earth 
outside of the two polar ice sheets, 180,000 

km3 ( 6). If the amount of frozen-on subgla-
cial water estimated above would drain to the 
ocean, the global sea level would be higher by 
tens of centimeters to a few meters.

Discovery of large accreted ice masses 
is unexpected because glaciological models 
assume that the direction of subglacial water 
fl ow follows the ice surface slope. Under this 
assumption, models predict that subglacial 
water escapes toward the ocean ( 4). Regions 
of basal freezing are predicted to be dry, with 
basal temperatures below the freezing point 
of water ( 4). The growth of thick accreted 
ice requires an internally draining hydro-
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Mapping Antarctica. Estimated Antarctic basal melting and freezing rates in mm yr–1. Melting is positive and 
shown in warm colors; freezing is negative and in cold colors. Values higher/lower than ±5 mm yr–1 have been 
truncated. Calculations were performed using methodology analogous to the one described in ( 4) and publicly 
available data sets for ice sheet modeling (http://websrv.cs.umt.edu/isis/index.php/Present_Day_Antarctica).
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Figure 7. Thickness of the basal temperate ice layer for the control run (left) and the cold-mode run (right). Values are in meters and
contour interval is 25m. The dashed line is the cold-temperate transition surface. Dotted areas indicate where the bed is temperate but
the ice immediately above is cold.
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Figure 8. Basal melt rate for the control run (left) and the cold-mode run (right). Values are in millimeters per year. The dashed line is
the cold-temperate transition surface.
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4136 56 km3 yr21 (1.16 0.2 mm SLE yr21) in 1960–69
to 5726 53 km3 yr21 (1.66 0.2 mmSLEyr21) in 2000–10,
following the trends in air temperature and precipita-
tion (Table 2 and Figs. 2a,b). The runoff simulations
indicated that 69% of the runoff to the surrounding
seas originated from the GrIS and 31% originated from
the land area (Table 2; for division between the GrIS
and the land area, see Fig. 1a). For the land area, the
trend in simulated runoff was constant (Fig. 2d), and
the average runoff was 1486 41 km3 yr21 (Table 2). A
possible reason for the minimal change in slope of the
land-area runoff (0.1 km3 yr21) in the Fig. 2d curve is
because the glaciers and ice caps are already melting all
summer, and an enhanced melt season and melt extent
were therefore not possible. In contrast, simulated
GrIS runoff, on average, has increased 3.9 km3 yr21

since 1960 (Table 2), and there has been enhanced
surface melt extent (Fettweis et al. 2011; Mernild
et al. 2011b). Runoff values resolved previously for
all of east Greenland indicated a 60% origin from the
GrIS and 40% from the land area (Mernild et al.
2008b): these east Greenland runoff values are similar

to the Greenland runoff values simulated in the current
study.
In Fig. 2d, 1960–2010 simulated runoff time series

from both the GrIS and all of Greenland are illustrated.
The impact on runoff variability due to major episodic
volcanic eruptions, such as Agung (1963), El Chichón
(1982), and Mt. Pinatubo (1991) (Fig. 2d), and in the
years immediately after do not appear to be systematic.
For the year immediately after Agung and Pinatubo,
simulated annual runoff values decreased, and they in-
creased after El Chichón. The simulated Greenland
runoff variations seems to be due to a combination of
annual variations in both temperature and precipita-
tion that are controlled by factors other than volcanic
activity. Hanna et al. (2005) stated that global dust
veils generated by volcanic activity might cool the
polar regions and suppress ice sheet melt, but clearly
there are other aspects of the climate system that may
offset the volcanic signal. In contrast, the general cli-
mate forcing conditions captured by variations in the
smooth AMO index time series (Fig. 2b) can be traced
in the overall Greenland runoff pattern (Fig. 2d). In

FIG. 3. (a)Mean annual simulatedGrIS dry-snow line (dotted lines; the maximum average decadal boundary betweenmelt and nomelt
on the glacier surface) (for definition, see Cuffey and Paterson 2010) on decadal intervals from 1960–69 through 2000–10. The percentages
in brackets express the average annual melt extent on decadal scale for GrIS (time series of simulated meanmelt extent 1960–2010 can be
found inMernild et al. 2011b). (b) Annual average simulatedGreenland spatial surface runoff on decadal intervals for the decade with the
lowest (1970–79) and highest (2000–10) runoff and mean (1960–2010). (c) The difference between the 2000–10 annual simulated
Greenland runoff and the 1960–69 runoff and between the 2000–10 annual simulated runoff and the 1960–2010 mean.
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Greenland Surface melting  ~ 1000 mm/y

Surface melting  ~ 0 mm/y



The fate of melt water I

Some surface melt water refreezes in snowpack (up to ~50%), some stored 
temporarily in supraglacial lakes

Remaining water runs off into moulins or crevasses and most reaches the 
subglacial drainage system

Greenland surface runoff ~ 300 Gt/y (0.01 Sv)



The fate of melt water II

Basal melt water (from surface + geothermal, frictional) flows at the ice-
bed interface - driven by potential gradients 

Some water refreezes (depressurisation, conductive cooling), 
some stored temporarily in subglacial lakes

Majority of surface-derived water flows out from margin
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Subglacial hydrology
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Fig. 5. Simulated subglacial drainage pathways and subglacial lakes beneath the GrIS. (A) Illustrates the relationship between ice-sheet
topography and observed hydrological outlets (from Lewis and Smith, 2009).

rain, both along the eastern sector of the ice sheet and within
fjords (Fig. 7a). Between 19 and 11 thousand years ago
> 40% of the simulated lakes are located beyond the present
ice-margin position. Lakes are typically small and unstable
during the last deglaciation.
Figure 8a demonstrates a decrease in the area covered by

subglacial lakes concomitant with a reduction in GrIS size.
The period of greatest ice recession, between 14 and 10 thou-
sand years ago, is associated with the largest reduction in
subglacial lakes (Fig. 8a). However, the change in subglacial
lake area does not decline linearly with ice-sheet size. This
is illustrated by the decline in the percentage of the ice-
sheet bed occupied by subglacial lakes as the ice sheet waned
(Fig. 8b).

5 Interpretation and discussion

5.1 Antarctica

5.1.1 Recall of known subglacial lakes

Results presented in Sect. 3.1 demonstrate that hydraulic po-
tential calculations are able to successfully recall a large per-
centage of known subglacial lakes (> 60%) beneath the AIS.
The incorporation of the subglacial lake-surface reflector in
the bed topography and thickness grids could be considered
a fatal flaw in using hydraulic potential equations to identify
subglacial lake locations. Yet, the high percentage of sub-
glacial lakes that are recalled questions this logic. For in-
stance, we are able to accurately delimit the extent of Sub-
glacial Lake Vostok (Fig. 1a) despite incorporation of its

www.the-cryosphere.net/7/1721/2013/ The Cryosphere, 7, 1721–1740, 2013
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Water pressure

Hydraulic potential

Direction of water flow controlled 
primarily by surface slope
… but to a significant extent by basal 
topography too

In fact, 
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Saturated sediments ‘Cavity’ systems ‘Channel’ systems

Drainage system structure
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Drainage theories - steady states

Creep
Sliding

Melting

Cavities

More efficient drainage networks have lower water pressure

Creep

Melting

Channels

(Walder 1986, Kamb 1987)

(Rothlisberger 1972, Nye 1976)
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topography is likely to experience more change than a similar ice
sheet flowing over more homogeneous terrain.

Within Shield areas, there are also places where eskers are
noticeably absent, particularly in the locations of the Keewatin and
Labrador ice domes (Fig. 6). Evidently, this is not related to the
underlying geology, but rather ice and meltwater dynamics. Melt-
water channels are unlikely to form beneath ice divides because
any meltwater there would need to accumulate for a certain dis-
tance before it was able to form channels (e.g. Flowers et al., 2003).
Furthermore, the ice is likely to have been cold-based until the final
stages of deglaciation (Kleman and Glasser, 2007), thus routing
surface-generated meltwater over and across the ice and prevent-
ing it from reaching the bed. The absence of esker ridges at the final
location of ice divides is rather abrupt (Fig. 6), and the total width of
the esker-free area is relatively constant at 100e150 km. This dis-
tance may relate to an underlying control on how far from ice di-
vides eskers can form, perhaps related to the hydraulic potential
and meltwater supply, or the availability of a sufficient quantity of
sediment to build eskers.

Theoretical work has shown that the ice surface topography
(and, to a lesser extent, the basal topography) dictates the potential
gradient followed by englacial and subglacial meltwater channels
(Shreve, 1972). Moreover, Shreve (1985a; b) and Syverson et al.
(1994) demonstrated that esker paths are likely to be dictated, at
least in part, by the potential gradient. Whilst it is beyond the scope
of the present paper to match esker paths to reconstructed po-
tential gradients, it is likely that the ice surface exerted an influence
on esker locations, most likely in associationwith the other controls

discussed above. We emphasise this as an important area for future
work (see Section 5.7).

No instances of cross-cutting eskers were found in the mapping,
which contrasts markedly with the abundance of cross-cutting
lineations found on the LIS bed (e.g. Boulton and Clark, 1990;
Stokes et al., 2009; Brown et al., 2011). This suggests that eskers
have a low potential for preservation beneath dynamic ice sheets,
and/or that they form very close to final deglaciation. Elsewhere,
eskers have been shown to survive entire glaciations beneath
frozen beds (Lagerb€ack and Robertsson, 1988; Kleman, 1994) and
frozen beds have been inferred beneath parts of the LIS (Kleman
and H€attestrand, 1999; Kleman and Glasser, 2007), although the
subglacial thermal regime changes through time to almost entirely
warm-based (e.g. Marshall and Clark, 2002). As a result of these
significant changes in thermal regime, as well as significant
changes in ice dynamics (e.g. Boulton and Clark, 1990), it is unlikely
that eskers in Canada would survive an entire glacial cycle. More-
over, eskers require a significant input of meltwater in order to
form, meaning that this is more likely to occur during deglaciation,
when surface melting is a significant process (Mooers, 1989;
Carlson et al., 2009) and the probability of preservation at this
time is also largest, since there is no subsequent ice flow to erode
them. For these reasons, eskers are frequently interpreted as
deglacial landforms and are often used to reconstruct deglaciation
(e.g. Dyke and Prest, 1987; Dyke et al., 2003; Stokes et al., 2009;
Margold et al., 2011, 2013; Clark et al., 2012).

In summary, the pattern of eskers on the bed of the LIS points to
a dichotomy between complex ice dynamics in the outer reaches of

Fig. 11. Map of interpolated eskers classified by length. Note the radial pattern of long eskers around the Keewatin (west) and Labrador (east) sectors.
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Figure 1. MODIS daily reflectance (band 620–670 nm) indicated
by the colour bar on the right-hand side from 21 August 2012, in-
cluding the sites of the K-transect relative to the ice margin, the dark
zone with lower surface albedo and supraglacial lakes. Flow direc-
tion is from east to west. The region is characterized by a lack of
lakes at the end of the summer season.

the velocity and melt rates with the borehole water pressure
data on short time scales. Longer time scales are presented in
Sect. 5 and wider implications are discussed in Sect. 6.

2 Velocities along the K-transect

Velocity measurements are carried out along a transect in
the ablation zone of the western Greenland ice sheet ranging
from 340m above sea level (a.s.l.) to 1850m a.s.l. (Fig. 1).
Our 21-year-long velocity record encompasses yearly data
based on commercially available single-frequency (L1) re-
ceivers prior to 2006 and hourly velocity data over the last
7 years based on L1 GPS instruments developed at IMAU
(Institute for Marine and Atmospheric research Utrecht) and
optimized for measurements on glacier ice (Den Ouden et
al., 2010). Weekly (168-hourly) average positions were cal-

Figure 2. Velocity records from the eight sites on the K-transect
with 7 years of data. Data are plotted with respect to their mean val-
ues (grey line) and sorted from the ice margin (top) to the accumu-
lation area (bottom), 150 km from the margin. Note some similar
patterns: increase in winter velocity encircled blue and dip in au-
tumn velocity encircled red. For S5, S6 and S9, melt based on AWS
data is shown for reference on the right axis. Data in this figure are
available in the Supplement.

culated and used to calculate weekly-spaced velocities. Field
data from fixed positions in Greenland show a horizontal
standard deviation below 0.5m for these time intervals. The
weekly-averaged velocity data for all eight sites are shown
in Fig. 2. Typically, ice velocities increase rapidly at the start
of the ablation season, attaining peak values in early sum-
mer also called “spring events” and discussed later in more
detail. This peak is then followed by weekly variations on a
gradually declining velocity pattern in late summer and early
autumn (Bartholomew et al., 2010, 2011, 2012; Hoffman et
al., 2011). In contrast to the majority of studies that use high-
power consumption dual-frequency GPS that shutdown dur-
ing winter, since 1991 our GPS receivers operated through-
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a mean diurnal fluctuation of approximately 95 6 47 m (about 17% of
overburden) during 2012 and minimum values (about 70% of over-
burden) well below the ice surface. In addition, hydraulic heads in
moulins 3 and 4 are synchronous, despite being located in different
supraglacial drainage basins and 1.5 km apart (Extended Data Table 2).
This similarity in hydraulic heads suggests pressure equalization within

an efficient system23 that connects these moulins at the bed3,4. Further,
numerical analysis supports the existence of subglacial channels in our
study area (Methods; Extended Data Fig. 3). During periods of steady
supraglacial input channel development via meltback may be limited;
however, observed melt-event perturbations temporarily increase chan-
nel volume, allowing greater transmission of water. From these observa-
tions, we infer that moulin hydraulic head reflects subglacial water pressure
within a moulin-connected channel system4,17,18, which appears to increase
in efficiency only over short timescales.

In contrast, our boreholes display high mean hydraulic head (close
to or above overburden) and low-amplitude diurnal variability (less than
25 m or ,5% of overburden). Borehole hydraulic heads are anti-correlated
with ice velocity (Fig. 3a, b; Extended Data Table 2). These systematic
differences between moulins and boreholes further suggest that moulins
connect to a channelized component of the drainage system, while bore-
holes monitor an isolated region of the bed unconnected to the chan-
nelized system17,18,21,22 (Methods).

Strong correlations between diurnal peaks in moulin hydraulic heads
and ice velocity suggest that pressure variability in the channelized drain-
age system reduces basal friction in an adjacent active but unchannelized
component of the hydraulic system and drives diurnal ice acceleration,
as observed in alpine glaciers14. However, on longer timescales the rela-
tionship between moulin hydraulic head and ice velocity is characterized
by hysteresis. In both 2011 and 2012, ice velocity decreases as the melt
season progresses, despite relatively constant moulin hydraulic heads
(Fig. 3c; Extended Data Fig. 4). Further, neither the minimum nor max-
imum daily moulin head decreases over the observation period, as would
be expected with increasing efficiency, suggesting that pressure decreases
in the efficient, channelized system do not control decreases in ice velo-
city during the latter portion of the melt season (Fig. 3d). Therefore, while
variability in moulin head appears to drive diurnal and multi-day velocity
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Iken and Bindschadler: Subglacial water pressure and surface velocity 
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Fig. 6. Velocity of pole C3 as a function of the subglacial 
water pressure (shown as depth of water level below 
surface). The water pressure. equal to the ice-overburden 
pressure 00 at the centre line . corresponds to a depth of 
water level of 18 m below the surface. Different symbols 
refer to different periods: 

o large open symbols indicate that the scatter of depths of 
water levels in different bore holes was small. as well as 
the scatter of velocity values at profiles B to D. 

• small . full symbols indicate a larger scatter. 
upward pointing arrows indicate that cavities were 
presumably shrinking (water levels were dropping) . In 
this case. the sliding is too small compared to the steady 
state. 
downward pointing arrows indicate that cavities were 
presumably growing. In this case. the sliding velocity is 
too large compared to the steady state. 

The lower part of the figure is an enlarged section. 

c is shown at the top of Figure 2b. (The method of calcul-
ation of short-term velocities and of the estimation of 
tolerances is described in Appendix I.) 

Velocity variations of longer duration and larger 
amplitude were in general similar at profiles B to D. (An 
obvious exception is the marked velocity peak occurring at 
profile D on 7 June.) Velocities measured at profile c, 
which was in the centre of the study area, correlate best 
with the water-level data, also shown in Figure 2b. In Fig-
ure 6, the velocity of pole C3 is plotted against the mean 
depth of water levels in bore holes 3, 4, 6, and 11, which 
were all between 160 and 175 m deep. The points of this 
plot were selected subject to certain conditions, as explained 
in Appendix 11. The plot shows some remarkable features 
from which important conclusions can be drawn: 

(I) The points cluster along a distinct curve which 
appears to have an asymptote where the subglacial 
water pressure approaches the ice-overburden pressure 
or a value close to that. (At its centre line, the glacier 
is 180 m deep and the ice-overburden pressure is 
equivalent to that of a column of water 162 m in 
height; the corresponding water level is 18 m below the 
surface). 

(2) A functional relationship is still distinct down to 
water levels as low as 80 m below the surface. 

(3) Data points of different periods, indicated by 
different symbols, are approximately on the same curve. 
This applies even to the data from the pilot study in 
June 1980. (Exceptions are the low-pressure points of 
the period 30 May-4 June 1982.) 

The first feature will be discussed in a later paragraph. 
Feature (2) permits a definite conclusion to be drawn on 
the mechanism of water-pressure dependent motion rele-
vant in the study area. There is no doubt that it is the 
sliding motion which is affected by the water pressure, and 
that the short-term variations of measured surface velocity 
are related to those of the sliding velocity. Possible mechan-
isms are: 

(a) Growth of water-filled cavities at the glacier sole 
as a function of subglacial water pressure (e.g . 
L1iboutry, 1968, 1978, 1979; Iken, 1981) or, in 
Weertman's (1979) terminology with some modification 
non-uniform growth of a water layer which has 
non-uniform and locally substantial thickness. 

(b) Decoupling of glacier sole and bed where the 
glacier is afloat. 

(c) Increased sliding when the pore pressure in 
subglacial sediments is large enough that deformation of 
subglacial sediments can take place (Boulton, 1979). 

In the study area the glacier is up to 180 m thick. It 
can only be afloat if the water level is not deeper than 
18 m below the surface. Clearly, mechanism (b) above is ID-
adequate to explain most of the velocity variations. 

Deformation of granular sediments (c) is possible if 

(I) 

where T is the shear stress, 09 the overburden pressure, Pw 
the pore pressure in the sediment, and F r is the friction 
factor, a constant. 

For densely packed granular sediments, F r is in the 
range of 0.8-1.1; for loose packing Fr is between 0.6 and 
0.7 (Lambe and Whitman, 1979). Near the centre line, at 
the glacier sole, 0 0 15.9 bar - 15.9 x 105 Pa and 
T I bar !OS Pa. 

(The latter figure was estimated from glacier geometry. 
Assuming that the sliding velocity is constant along a trans-
verse profile, one finds with a geometric shape factor of 
0.58 and a mean surface slope, taken over 2 km, of 6.5 0 

that T 1.05 bar. Assuming, alternatively, that the basal 
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How does basal water affect ice sliding?

Conventional wisdom: effective pressure controls basal shear stress
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Friction law for ice flow model (viscous fluid)

Model results - coupling subglacial water to ice sliding

Hewitt 2013, EPSL
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Model results - increased surface melt

Results broadly agree with observations
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by assuming an ice density of 900 kgm�3 and a latent heat
of fusion of 335 kJ kg�1. Estimated standard deviations for
errors in the daily totals of turbulent and radiation fluxes are
about 6 and 2%. As radiation usually dominates melt rates,
daily mean errors are estimated to be 5%. As the region stud-
ied is an ablation zone with low accumulation rates and the
period of interest is mainly summer, we do not distinguish
between melt rates and run-off. Refreezing is only a small
fraction in this area.

4 Velocities, melt and water pressures on short time
scales

Year-round basal water pressure measurements are obtained
from a pair of boreholes near SHR (Smeets et al., 2012). The
two boreholes, located 5m apart, yielded almost identical
records over the first year of measurements, and data indicate
a connection to the subglacial system. Further proof of an im-
mediate connection to the active subglacial system was the
sudden drop in water level when drilling the first bore hole.
Previous observations of water pressure variations in combi-
nation with velocity measurements in Alpine glacier environ-
ments (e.g. Iken and Bindschadler, 1986) and in Jakobshavn
Isbræ (Iken et al., 1993) revealed insight into the relation
between sliding velocity and water pressure. For Greenland,
first data by Meierbachtol et al. (2013) indicated a very vari-
able pattern in time and space in the ablation zone over sum-
mer. Here, we provide the first year-round record of water
pressure variations beneath the Greenland ice sheet, which
in combination with detailed ablation information and GPS
data help to constrain hypotheses about the links between
surface meltwater production and dynamic response.
Results presented in Fig. 5 show that at the onset of the

ablation season at the beginning of July, there is a short-lived
peak in subglacial water pressure above the slowly increasing
late-winter values, associated with a sharp rise in ice velocity.
This is interpreted as the result of a strong imbalance between
melt water supply and drainage capacity, leading to a water
pressure higher than the overburden pressure and reduction
of bed traction, called the spring event (Bartholomew et al.,
2011; Fitzpatrick et al., 2013; Sundal et al., 2011; Cowton
et al., 2013; Iken et al., 1983). Following the spring event,
the simultaneous drop in ice velocity and pressure clearly in-
dicates the transition of the drainage system into an efficient
network of channels. The rapid increase of melt water supply
during early summer enlarges conduits due to wall melting
that develop into efficient channels. The increasing transport
capacity leads to lowering of the pressure in the hydraulic
system in the vicinity of the channels (Schoof, 2010). This
is in agreement with our observations in Fig. 5 and confirms
that our pressure probes are connected to an active part of the
hydrological system in the vicinity of a channel.
During the period dominated by channels, there is a clear

relation between melt, water pressure and velocities on daily

Figure 5. Seasonal cycle of water pressure, melt and velocity at
SHR starting in January 2011. Note how the onset of significant
melt leads to high magnitude acceleration and a short period of wa-
ter pressure in excess of the overburden pressure (horizontal grey
line), which implies floatation. Later, the ablation season variability
in the water pressure remains visible but the amplitude is dimin-
ished. During the ablation season the hydraulic system of channels
develops (phase 1 in the figure) and closes once the melt decreases
(phase 3). Note that even in autumn and early winter, single melt
events affect water pressure and ice velocity. Ablation rates are lin-
early from 0 to 8.5 cm w.e. per day. The percentages indicate the
pressure scaled by the overburden pressure.

time scales. To highlight this we selected a 3-week period in
July 2010 to study the diurnal cycle in detail (Fig. 6). Wa-
ter pressure and ice velocity are direct measurements, and
melt is calculated from weather station data. All data are
from the site SHR. Melt rates attain their maximum during
mid-afternoon, coinciding with the temperature maximum
and just after the maximum in shortwave radiation. This is
followed by a maximum in water pressure 2 h later as the hy-
draulic system is not capable of handling the maximum melt
peak immediately. Coinciding with the maximumwater pres-
sure, we observe that the velocity increases to 50% above
the mean for a short period, subsequently followed by more
or less constant values overnight until 10 a.m. (Local Time),
where after the increase in water pressure and melt leads to
a decrease in friction and an acceleration of the ice veloc-
ity. Water pressure keeps decreasing overnight as the water
input decreases due to melt but picks up a little later than
the onset of the melt in the early morning again once the
system is filled again. Hence the capacity of the subglacial
drainage system continuously adapts to time-varying water
inputs (Schoof, 2010; Bartholomew et al., 2012). Later in the
season, when melt ceases, the channels close and the clear
relation between melt, water pressure and velocity becomes
less distinct as the system returns to an inefficient, distributed
system in autumn (Schoof, 2010).

The Cryosphere, 9, 603–611, 2015 www.the-cryosphere.net/9/603/2015/

van de Wal et al 2015

Is subglacial water pressure really what’s important?



Subglacial water at grounding lines

Tsai et al 2015

Shear stress at grounding lines controlled by subglacial water (since effective pressure low) 

6

xG

> affects location of grounding line, and speed of advance / retreat

6

xG

⌧b

Basal shear stress

Inclusion of water makes numerical computations easier! > ongoing work



Effect of subglacial hydrology on ice-ocean interactions 



Terminus at flotation

Terminus above flotation

Discharge from terminus

Discharge from terminus

Subglacial discharge to ocean

Models > Distribution depends quite delicately on effective pressure near grounding line

Distributed subglacial discharge enhances ocean-driven melting Jenkins 2011



Trumpeting shape of conduits approaching the margin

reduces). A more detailed analysis of (1) and (2) shows that the conduit cross-section at the
grounding line is given by

S0 ⇡ Cu�3/14 
�3/14
0 Q

6/7
. (3)

where C ⇡ 1.4K2/7
/⇢

2/7
i L

2/7
Â

1/14 is a constant. The area is therefore larger for a larger dis-
charge (which provides more dissipative power), smaller ice speeds (which allow more time for
the conduit to grow), and smaller surface slopes (which allow the region of low e↵ective pressure
to extend further up glacier).

It is likely that the intrusion of ocean water into the mouth of the conduit, and subsequent
mixing with the subglacial discharge, amplify the melting from what is predicted by this model
and lead to an even larger cross-sectional area than predicted by (3).

3 Model

The hydraulic potential � is given by

� = ⇢wgb+ pw = ⇢igs+ (⇢w � ⇢i)gb�N, (4)

where ⇢w and ⇢i are the densities of water and ice, g is the gravitational acceleration, z = b is
the bed elevation, z = s is the ice surface elevation, and N = �i � pw is the e↵ective pressure
(the ice normal stress �i is assumed hydrostatic). Elevations are taken with respect to sea level,
so the flotation condition means s = �(⇢w/⇢i�1)b at the grounding line, which is taken to be at
x = 0 (with x increasing in the direction of ice flow, so upstream of the grounding line is negative
x). If a conduit becomes very large, there is a di�culty that the water pressure (and therefore
e↵ective pressure) varies substantially across its depth. We do not concern ourselves with this
issue, but note that it is an approximation that will inevitably break down if the conduit is too
large.

The flow is driven by the gradient of the hydraulic potential, which we write as

 = �

⇢ig
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@x

+ (⇢w � ⇢i)g
@b

@x

�
+

@N

@x

⌘  0 +
@N
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, (5)

defining  0 as the ‘background’ potential gradient, determined solely by the geometry (this
is what the gradient would be if the e↵ective pressure were everywhere zero; it is sometimes
referred to as the Shreve potential). The simple Röthlisberger channel model comprises the
following equations

Q = KcS
5/4 1/2

, (6)

@S

@t

+ u

@S

@x

=
Q 

⇢iL
� ÂSN

n
, (7)

@S

@t

+
@Q

@x

= 0. (8)

Here S is the conduit cross-sectional area, Q is the discharge, Kc is a turbulent friction coe�cient
that depends on the geometry of the conduit cross-section, u is the ice speed, L is the latent heat,
Â = 2A/nn, and A and n are the coe�cient and exponent in Glen’s flow law. The exponent
on the cross-sectional area in (6) depends on the parameterisation of turbulent drag; this value
is appropriate for the Darcy-Weisbach law, and if the conduit is assumed semi-circular, the

corresponding friction coe�cient is Kc = 25/4⇡1/4
/(⇡ + 2)1/2⇢

1/2
w f

1/2, where f is the friction
parameter.

The equations represent: (6) a parameterisation of turbulent drag on the channel walls, (7)
a kinematic condition for the channel walls (which enlarge through wall melting, determined
by equating potential energy loss with latent heat, and shrink through viscous creep), and (8)
conservation of water mass. Pressure dependence of the melting point is ignored (this will have
only a minor quantitative e↵ect, unless there is a considerable reverse slope in the bed), and
the contribution of wall melting to the discharge in (8) is also ignored (it can be shown to be
insignificant). The only non-standard term here is the advective term in (7), which is usually
negligibly small, but becomes important near the grounding line.
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Energy for melting from turbulent dissipation Energy from heat content of ocean

… but intrusion of ocean water into mouth of conduit causes additional melting, 
so area likely bigger than this > ongoing work

Cross-sectional area at margin:
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Figure 1 | Selected ice shelf features, with calculated meltwater flux beneath the grounded ice sheet overlain. a, FRIS, arrowed features are downstream
of (left to right) Institute, Möller, Foundation and Support Force ice streams. b, MacAyeal Ice Stream (RIS). c,d, Smaller East Antarctic ice shelves.
e, Lambert Glacier (Amery Ice Shelf). Meltwater flux colour labels in black—parts a,b,e, labels in grey—parts c,d. Orange circles indicate evidence of
migration of the exit point of subglacial channels. The green line is the MODIS grounding line11. Dashed lines are airborne radar flight lines, with the yellow
section indicating the part shown in Fig. 2, and purple in Supplementary Fig. S4.

0

¬500

¬1,000

0

¬500

¬1,000

Lo
w

er
 ic

e 
su

rf
ac

e 
el

ev
at

io
n 

(m
) U

pper ice surface elevation (m
)

m

Ocean

Ice shelf

Atmosphere

Ocean

Ice shelf

Atmosphere

0 500 1,000 1,500 2,000 2,500
m

m

3,000 3,500 4,000 4,500

150

100

50

0

a

b

0 500 1,000 1,500 2,000 2,500 3,000 3,500 4,000 4,500

Figure 2 |Geophysical data for the Möller sub-ice-shelf channel. a, Radar
echogram. b, Measured elevations: lower ice surface elevation picked from
the radar data (solid black line), upper ice surface elevation from radar
altimeter (solid grey line, note different vertical scale). The dashed line is
the lower ice surface as inferred from the ice surface and a hydrostatic
assumption (firn correction of 17 m). Ice flow is into the page.

ocean water as it flows (Fig. 3). This process induces large but
localized sub-ice-shelf melt rates beneath the ice shelf. Once a small
sub-ice-shelf channel is formed, the localized melt rates quickly
enlarge it, and the meltwater plume flow is increasingly focused
into this channel. Some distance downstream, the water flowing

along the channel becomes supercooled, as a result of the falling
pressure, and freezes, filling in the channel. This can be seen on the
satellite imagery with the disappearance of the feature after several
hundred kilometres (Fig. 1).

Sub-ice-shelf channels on this scale have been noted
previously17–19. Similar channels on Petermann Glacier in Green-
landwere attributed to a purely oceanographic source17, initiated by
irregularities in the ice along the grounding line16. The mechanism
proposed here to explain the FRIS features does not preclude other
features having a purely oceanographic source. However, results
from plume models3,16 demonstrate that the outflow of sub-glacial
meltwater at an ice shelf grounding line increases overall melt rates.
The additional buoyancy associated with the sub-glacial outflow
leads to amore vigorous plume and enhanced transfer of ocean heat
to the ice shelf base. Subglacial outflows are thus a more effective
means of initiating sub-ice-shelf plumes (and hence of creating
sub-ice-shelf channels) compared with an ocean-driven plume
alone. The agreement between subglacial water flow routes and
sub-ice-shelf channels in Fig. 1 indicates that in this circumstance,
the plume is likely to be driven by a focused subglacial water input.
Elsewhere, sub-ice-shelf channels on the Amery Ice Shelf have been
attributed to suture zones (shear margins) between discrete ice
stream flow units18 that feed the Lambert Glacier and join near
the grounding line. However, in many cases on the FRIS, there
are no distinct suture zones, and the subglacial channels are away
from the shear margins, largely following the basal topography
(most notably, MIS; see Supplementary Fig. S4). We can, therefore,
dismiss suture zones as the cause of the ice shelf features in the FRIS
region (see Supplementary Section S2 for further discussion).

Radar measurements upstream of the MIS grounding line are
inconclusive about the presence of a subglacial channel under the

2 NATURE GEOSCIENCE | ADVANCE ONLINE PUBLICATION | www.nature.com/naturegeoscience

Effects on ice shelves

Le Brocq et al 2013 (also Alley et al 2016)

Subglacial conduits ‘seed’ sub-shelf channels for focussed melting of ice shelves 



Summary

Glacial hydrology plays many roles in ice-sheet dynamics:

Lubrication - complex, but no clear evidence for positive feedback

Understanding of ice-sheet scale hydrology significantly advanced with recent 
Greenland campaigns

Antarctic subglacial hydrology still very unknown - role of subglacial water in ice 
streams likely to be crucial

Thermal evolution - likely a small / long-term effect (‘cryo-hydrologic warming’)

Hydrofracturing of ice shelves - may become increasingly important

Surges & streaming - certainly a big role, still mechanistically uncertain

… but understanding why individual outlet glaciers behave as they do still a challenge


