
656 NATURE GEOSCIENCE | VOL 9 | SEPTEMBER 2016 | www.nature.com/naturegeoscience

Storm tracks are identified as regions where extratropi-
cal cyclones are statistically most common in the mid-
latitudes (~30–60° latitude)1,2, that is, the North Atlantic, 

North Pacific and Southern oceans, and the Mediterranean Sea 
(Fig. 1a). We exclude tropical cyclones (hurricanes and typhoons) 
and herein we use the term cyclones to refer to extratropical 
cyclones. Cyclones are typically defined as the region surround-
ing a local minimum in sea level pressure. In contrast, anticy-
clones are defined as local maxima in sea level pressure. Eddies 
are deviations from the time or longitudinally averaged flow and 
thus include both cyclones and anticyclones. Storm tracks com-
monly refer to the collective surface tracks of individual cyclones 
(blue lines in Fig. 1a). Other metrics can be used to define storm 
tracks, including regions with large eddy kinetic energy (EKE, 
colour contours in Fig. 1a), heat and momentum transports, or 
surface pressure variance, where these quantities are calculated 
using winds, temperature and pressure filtered to retain short 
timescales (for example, less than 10 days)3.

Local weather in mid-latitudes is shaped by cyclones. Most 
precipitation extremes over the mid-latitudes occur in cyclones 
and their associated fronts and warm conveyor belts (WCBs)4,5 
(Fig. 2). WCBs are trajectories of moist air parcels near the surface 
ahead of cold fronts that experience rapid slantwise ascent with 
latent heat release (Box 1). WCBs and precipitation extremes are 
strongly linked over the mid-latitude oceans (Fig. 2). Many mid-
latitude extreme precipitation events also feature a narrow region 
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of large, vertically integrated water vapour content that extends 
equatorward (the so-called atmospheric river)6.

Wind extremes are associated with strong cyclones and cause 
economic losses approximately proportional to the third power 
of the wind7. Some of the strongest near-surface winds are in the 
WCB region equatorward and to the east of the storm centre8. 
Damaging winds are also caused by sting jets9 in the dry region 
of cyclones behind the cold front and in the cold conveyor belt 
that wraps around the west side of the cyclone. The most destruc-
tive wind extremes are not always associated with the most intense 
pressure anomalies. Large-scale, pre-existing gradients in mean 
sea level pressure can act to enhance the winds and generate 
synoptic-scale impacts10.

Mid-latitude temperature extremes are associated with warm and 
cold air advection by strong cyclones. Warm temperature extremes 
can also result from strong adiabatic warming due to downward 
motion and radiative anomalies in blocking anticylones11–13. The 
percentage of blocking-related warm temperature extremes exceeds 
80% in large continental regions north of 45° N, and exceeds 60% 
over the oceans11.

Storm tracks are also important because they maintain Earth’s 
habitable climate by transporting energy poleward (Fig. 1b) thereby 
reducing the energy imbalance between the Equator and the pole14. 
The poleward energy transport is dominated by enthalpy and 
potential energy (combined into the so-called dry static energy) 
and latent energy (moisture) transport. In addition, storm tracks 
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converge momentum in mid-latitudes, thereby maintaining the 
surface westerlies against surface friction15 (Fig. 1b). 

Owing to the combined importance of storm tracks for weather 
and climate, one of the most pressing questions in climate research 
is “how will the storm tracks respond to anthropogenic climate 
change?”16. Here, we review recent progress towards answering this 
question by summarizing our understanding of storm track pro-
cesses, including the factors that determine their location, intensity 
and variability. We highlight a prominent approach for studying 
storm track processes and their response to climate change, namely 
the use of a hierarchy of models of varying physical complexity. 
Finally, we discuss the present understanding of the storm track 
response to climate change and highlight the opposing influences 
that thermodynamic responses can have on the storm tracks.

Existence of storm tracks
Storm tracks are regions within which cyclones preferentially gen-
erate, propagate and dissipate, and where energy and momentum 
transport are largest in mid-latitudes. Fundamentally, cyclones 
exist due to baroclinic instability, a fluid dynamical instability 
characteristic of rotating, stratified fluids17. Baroclinic instability 
requires a horizontal temperature gradient, created by differential 
solar heating that makes the Equator warmer than the poles, and 
planetary rotation. Baroclinic instability converts potential energy 
stored in a longitudinal average of such a fluid into the kinetic 
energy of growing longitudinally dependent perturbations, that is, 
trains of cyclones and anticyclones or eddies3,15.

Our understanding of the processes generating cyclones and 
storm tracks is encapsulated in a hierarchy of models with increas-
ing physical complexity (Box  2). The most complex models are 
compared with observational products. The important physical 
concepts underlying baroclinic instability can be conceptualized 
in the so-called two-layer quasi-geostrophic (QG) model of the 
atmosphere. This two-layer model idealizes the atmosphere as two 

incompressible, dry ideal gas layers representing the lower and 
upper troposphere. The fluid flow is taken to be in hydrostatic (a 
force balance between gravitational acceleration and vertical pres-
sure gradient) and geostrophic (a force balance between Coriolis 
acceleration and horizontal pressure gradients) balance. Instability 
occurs via the vertical shear in the jet stream, which is connected 
to the imposed horizontal temperature gradient by thermal wind 
balance. Thermal wind balance is the combined relationship where 
horizontal temperature gradients balance vertical variations of 
geostrophic wind in hydrostatic equilibrium.

In the lower troposphere, cyclones grow and develop fronts 
(Fig.  3). Despite their simplicity, QG theories give a reasonable 
prediction for the propagation speed and length scale of cyclones. 
A commonly used measure of baroclinicity (when the gradient of 
pressure and the gradient of density are not aligned) is the maxi-
mum Eady growth rate. The Eady growth rate is proportional to the 
Equator-to-pole temperature gradient and inversely proportional 
to the vertical potential temperature gradient. It gives an estimate of 
the growth rate of baroclinic instability18. For mid-latitude condi-
tions in the troposphere, the most unstable disturbances predicted 
from this simplified QG model have a wavelength of approximately 
4,000 km and a growth rate of 1 d–1, consistent with the observed 
cyclone climatology.

In the upper troposphere, eddies interact with the jet stream, 
which serves as a wave guide19. The theoretical QG phase veloc-
ity of the eddies is midway between the low-layer and upper-layer 
wind speed20, which is in reasonable agreement with the observa-
tion that the surface cyclones move with a speed proportional to the 
mid-tropospheric wind. Eddy activity is transferred eastward21 and 
upward22 (white arrows with dashed outline in Fig. 3). The upward 
transfer is connected to the westward phase ‘tilt-with-height’ of 
individual cyclones.

Eddies propagate away from regions of surface baroclinicity 
towards the subtropics and poles, thereby converging eastward 
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Figure 1 | Wintertime (December–February, DJF, in the Northern Hemisphere and June–August, JJA, in the Southern Hemisphere) storm tracks. 
a, Vertically averaged, ten-day high-pass filtered EKE from ERA-Interim reanalysis data set (see Methods; coloured shading). Black contours show cyclone 
track density defined following ref. 100 (see Methods); thin contour, 10 tracks (106 km2)–1 per season; thick contour, 20 tracks (106 km2)–1 per season. Blue 
lines show individual cyclone tracks for the top 0.5% most intense cyclones ranked by minimum sea-level pressure (shown separately for the Pacific, 
North Atlantic, Mediterranean and Southern Oceans). b, Vertically and longitudinally averaged, ten-day high-pass filtered, northward total energy 
transport (black) and momentum transport (MOM; grey) from ERA-Interim. Energy transport is divided into dry static energy (DSE; red), latent energy 
(LE; blue) and EKE (green).

REVIEW ARTICLENATURE GEOSCIENCE DOI: 10.1038/NGEO2783

http://dx.doi.org/10.1038/ngeo2783


658 NATURE GEOSCIENCE | VOL 9 | SEPTEMBER 2016 | www.nature.com/naturegeoscience

momentum in mid-latitudes (horizontal white arrows with black 
outline, right vertical panel of Fig.  3). This eastward momentum 
convergence maintains an eddy-driven jet stream with surface 
westerlies (white shading, right vertical panel of Fig. 3) against sur-
face friction. The decay of eddies occurs mainly through kinetic 
energy transfer from eddies to the jet stream in the upper tropo-
sphere, and through mechanical dissipation at the surface3. Eddy–
jet interactions in the upper layer can be studied in isolation using 
single-layer shallow-water models with stochastic forcing23 (Box 2). 
Although the simplified two-layer QG model illustrates the impor-
tant dynamics of baroclinic instability, it does not capture the full 
range of physical processes. Extending theories to fully include 
moist processes (Box 1) is an important area of research at present.

The growth, development and decay of individual cyclones 
exhibit significant variability24, and the time average of this behav-
iour manifests as storm tracks. The potential to kinetic energy con-
version during the cyclone lifecycle is accompanied by poleward 
energy transport. This poleward energy transport can be param-
eterized as a diffusive down-gradient process where the diffusivity 
is related to the eddy amplitude25. The poleward energy transport 
within storm tracks reduces the Equator-to-pole energy gradient, 
thereby stabilizing the mean state15. Thus, to maintain an active 
storm track, the Equator-to-pole gradient must be continually 
restored. There is a continual competition between storm track 
energy transport, which reduces the Equator-to-pole energy gradi-
ent, and restoring mechanisms that act to enhance the gradient, 
for example, radiative forcing associated with solar insolation, and 
moist processes within storm tracks26 (Box  1). Longitudinal sur-
face asymmetries and quasi-stationary high and low pressure pat-
terns or stationary eddies also help to maintain regional horizontal 
temperature gradients (see below).

Cyclones and storm tracks exist because of baroclinic instability, 
which is affected by both the Equator-to-pole temperature gradient 
and the vertical potential temperature gradient. Thus, horizontal 
and vertical temperature gradients are key variables determining 
the strength and frequency of storms within the storm tracks and 
the poleward energy transport across the storm tracks.

Location, intensity and temporal variability
One primary factor affecting the location and intensity of storm 
tracks is the seasonality of insolation. Storm tracks generally reach 
maximum intensity (for example, largest number of cyclones) dur-
ing winter when surface baroclinicity is strongest, and minimum 
intensity during summer when baroclinicity is weakest3. (The nota-
ble exception is the Pacific storm track, whose intensity drops in 
mid-winter in spite of strong baroclinicity3.) Consistently, pole-
ward energy transport by storm tracks is largest during winter and 
weakest during summer14. The winter to summer intensity changes 
coincide with a poleward shift of storm tracks3 and jet streams27 in 
the Northern Hemisphere.

Seasonal changes in baroclinicity are mediated by the tropical 
Hadley circulation (the mass circulation in the tropics that involves 
air rising near the Equator and sinking in the subtropics). Energy 
transport by the Hadley circulation weakens tropical meridional 
temperature gradients and enhances baroclinicity in the subtrop-
ics, especially in the winter hemisphere28. In the upper troposphere, 
angular momentum transport by the Hadley circulation drives a 
subtropical jet stream that is strongest in the winter hemisphere15. 
As noted above, storm track processes in the upper troposphere 
drive a separate, eddy-driven jet poleward of the subtropical jet15. 
The interaction between the subtropical and eddy-driven jets has 
been studied using idealized dry dynamical core models with sim-
plified boundary conditions (Box  2). If the Hadley circulation is 
strong and mid-latitude baroclinicity is weak, the storm tracks lie 
close to the subtropics and there is a single jet, whereas weaken-
ing of the Hadley circulation and/or strengthening mid-latitude 

baroclinicity will lead to a poleward shift of the storm tracks and 
a double jet29,30. The idealized model relationships seem to hold in 
the real world: for example, when comparing the Pacific (equator-
ward storm track, single jet) against the Atlantic (poleward storm 
track, multiple separated jets) sectors31.

The time-mean position and intensity of mid-latitude storm 
tracks are also strongly influenced by the boundaries that surround 
them: the underlying surface, which forms the lower boundary to 
the atmosphere, as well as the overlying stratosphere, and the tropi-
cal and polar atmosphere on either side. Warm ocean boundary 
currents enhance baroclinicity locally32 and their impact can be 
detected in high-resolution observations and modelling33. Cyclones 
within the storm tracks amplify as they pass through these regions 
of enhanced baroclinicity3. Atmospheric stationary eddies gen-
erated by warm ocean boundary currents tend to destroy baro-
clinicity downstream34 and dissipation occurs over the continents. 
Both of these factors limit the longitudinal extent of storm tracks. 
Surface orography also generates stationary eddies35. During win-
tertime, stationary eddies couple with the stratosphere: this affects 
the north–south position of the Atlantic storm track36. Differences 
in surface conditions account for the very different longitudinal 
structure and seasonal cycle of storm tracks in the Northern and 
Southern hemispheres3. Models with realistic surface boundary 
conditions simulate realistic longitudinally confined storm tracks 
in the ocean basins of the Northern Hemisphere (Box 2).

Observational evidence exists for storm track variations on sub-
seasonal to millennial timescales. The most prominent modes of 
temporal variability in longitudinally averaged statistics (so-called 
annular modes) occur on a weekly timescale in both hemispheres37 
and involve: (1) a north–south displacement of the eddy-driven jet; 
and (2) changes in jet intensity. These high-frequency fluctuations 
arise mostly from nonlinear interactions of eddies and the time- and 
longitudinally averaged flow. Once the jet is displaced, eddies rein-
force the displacement; this positive feedback increases the persis-
tence of fluctuations by up to ten days or more37. Variations in storm 
track intensity are manifest as temporal variability in EKE, eddy 
heat fluxes and baroclinicity38. The balance between diabatic pro-
duction of baroclinicity and destruction by baroclinic instability can 
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Figure 2 | Mid-latitude precipitation extremes associated with storm 
tracks. Percentage of extreme precipitation events (coloured shading) 
associated with either a cyclone (defined as the region surrounding an 
area of low pressure) or a WCB. Contours indicate areas where 70% 
of the extreme events are related to a cyclone (light grey contour) or a 
WCB (blue contour). Results are based on ERA-Interim reanalysis data 
for 1979–2010 and extreme events are defined as the top 1% of six-hourly 
precipitation rates at each grid point. Figure reproduced with permission 
from ref. 4, AMS.
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Storm tracks interact with moist processes (water vapour, clouds 
and precipitation) in two ways: latent heat release and radiation.

Latent heating. In the mid-latitudes, latent heating occurs pre-
dominantly in the WCB region of cyclones, where warm air moves 
upward and water vapour condenses. It intensifies the cyclonic cir-
culation78, which suggests that increased latent heating in a warmer 
climate will have a strengthening effect on cyclones. To leading 
order, the effect of latent heating on eddies may be represented by a 
reduced mean static stability79, but recent results suggest a larger role 
when small-scale processes are better resolved in models69. Latent 
heating shapes vertical stratification and baroclinicity26,80, and latent 
heat transport by storm tracks contributes approximately half of 
the poleward energy transport in mid-latitudes14. A comprehensive 
review of the role of latent heating can be found in ref. 80.

Radiation. The second way that extratropical cyclones and storm 
tracks interact with moist processes is via radiation. Cirrus and stra-
tus clouds form during slantwise ascent in the WCB region, whereas 
cumulus clouds form along the cold front81,82. CREs, defined as the 
difference between clear-sky and all-sky radiation, involve both 
shortwave and longwave radiation. Shortwave CREs quantify 
reflection of incoming shortwave radiation by clouds, which cools 
the surface. Longwave CREs quantify the trapping of outgoing 
longwave radiation by clouds, which warms the surface. Shortwave 
CREs dominate at the surface and longwave CREs dominate inside 
the atmosphere83. In models, atmospheric CREs can intensify the 
jet stream84,85. Climate model biases in shortwave CREs over the 
Southern Ocean may contribute to jet stream biases through their 
effects on equator-to-pole SST gradients86. CREs may also regulate 
unforced climate variability, for example, by shortening its time-
scale87. Observations and models both support the idea of a two-way 
interaction between clouds and storm tracks. For example, latitudi-
nal shifts of storm tracks coincide with shifts of upper tropospheric 
clouds, which increases outgoing longwave radiation in the region 
away from which the storm track shifts86,88.

Clouds represent a substantial fraction of the uncertainty in mod-
elled climate sensitivity (that is, increase in globally averaged surface 
temperature due to a doubling of atmospheric CO2)16. The mid-
latitude circulation response to climate change is also uncertain89, 
and there is mounting evidence that the circulation uncertainty is 
partially linked to the radiative response of clouds90,91.

The quantitative impact of cloud radiative changes on the circu-
lation response to global warming can be assessed using the model 
hierarchy (Box 2) and a technique that suppresses cloud radiative 
changes by locking the radiative properties of clouds and water 
vapour to the present climate (the so-called locking method)90,92. 
The application of the locking method to a prescribed-SST aqua-
planet model simulation is shown in Fig. B1. Global warming pro-
duces a poleward shift of the eddy-driven jet stream. Cloud radiative 
changes alone contribute roughly half of the total jet stream response 
in this set-up (see Fig. B1a). The cloud-induced poleward shift of the 
jet can be understood as the response to radiative forcing caused by 
cloud changes (see Fig. B1b), isolated using the partial radiative per-
turbation method92,97. In response to cloud radiative changes, heat-
ing of the tropical and mid-latitude upper troposphere and cooling 
of the high-latitude lower troposphere increase static stability and 
baroclinicity, which are known to shift the jet poleward52.

The simulations also reveal a potential tug of war between 
the impact of longwave and shortwave cloud changes on sur-
face baroclinicity. Cooling induced by shortwave cloud changes 
(blue line, Fig. B1c), due mostly to cloud microphysical changes, 
increases surface baroclinicity and would enhance the poleward 
jet shift. However, warming induced by longwave cloud changes 
decreases baroclinicity (red line, Fig. B1c). The outcome of the tug 
of war is unclear and probably model-dependent, suggesting that 
it might contribute to the uncertainty of the circulation response 
to increased CO2. A better understanding of the two-way interac-
tion between clouds and storm tracks is needed to improve model 
estimates of future storm track changes16. Progress can be made by 
adding models with simplified representations of cloud processes 
to the model hierarchy (Box 2).

Box 1 | Role of moist processes.

Figure B1 | Radiative impact of clouds on the jet stream response to global warming in the ECHAM6 aquaplanet model. a, Contributions to the total east-
west wind response at 850 hPa (black) from surface warming (green), radiative changes of clouds (red) and water vapour (blue). b, Radiative forcing inside 
the atmosphere due to cloud changes. The tropopause is indicated by the thick black line. c, Vertically integrated atmospheric (black) and surface shortwave 
(blue) and longwave (red) cloud radiative forcing. Figure reproduced with permission from ref. 90, NPG.
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explain the oscillating behaviour of baroclinicity and storm track 
activity38,39. These modes of variability are important because they 
manifest in response to external forcing, for example, in response 
to anthropogenic forcing (ozone depletion and greenhouse gas 
changes40) and variations in the stratospheric polar vortex41.

Tropical climate variability across a range of timescales (for 
example, sub-seasonal Madden–Julian Oscillation to interannual 
and decadal El Niño–Southern Oscillation) drives anomalous 
stationary eddies that propagate into the extratropics and affect 
the storm tracks42–44. Much like the temporal variability dis-
cussed above, storm tracks generally exhibit a positive feedback in 
response to tropically forced stationary eddies45. Indeed, a warmer 
ocean in the warm pool region (red dashed box in Fig.  4a) trig-
gers a stationary eddy response extending into mid-to-high lati-
tudes over North America (shading in Fig. 4b) that is reinforced 
by high-frequency eddy forcing (contours in Fig. 4b). Interannual 
and decadal variations in the stratospheric polar vortex and Arctic 
sea ice can also lead to storm track variability and trends (see 
recent review articles41,46). On geologic timescales, changes in ice 
sheets and sea ice — for example, during glacial periods — had a 
profound effect, particularly on the North Atlantic storm track47.

Response to anthropogenic climate change
Owing to anthropogenic activities, the concentration of CO2 in the 
atmosphere has increased significantly since pre-industrial times, 
and is expected to increase further. The response of the storm 
tracks to increased CO2 has significant implications for future 
weather and climate in the mid-latitudes, including for extreme 
events. Although changes in CO2 will dominate long-term climate 
change in mid-latitudes, recent ozone depletion in the Southern 
Hemisphere has had a significant, detectable impact on the sum-
mertime southern storm track. In particular, the jet stream shifted 
poleward in response to ozone depletion48, consistent with pre-
dictions of cyclone49 and storm track40 changes. Ozone depletion 
impacts climate via thermodynamics: there is lower stratospheric 
cooling in the Antarctic (due to reduced ultraviolet warming), 
which increases upper tropospheric baroclinicity and strengthens 
the jet stream through thermal wind balance50.

A useful starting point for thinking about the storm track 
response to increased CO2 is to assess thermodynamic changes that 

impact both the Equator-to-pole temperature gradient and the ver-
tical gradient of potential temperature. Global warming has several 
robust thermodynamic implications. For example: (1) the increase 
of saturation specific humidity with temperature (via the Clausius–
Clapeyron relation) leads to moister low-level air and greater latent 
heat release in tropical convection, which warms the tropical upper 
troposphere relative to the surface and raises the tropopause; 
(2) surface albedo and temperature feedbacks lead to enhanced 
warming of the Arctic relative to the global mean (Arctic amplifica-
tion); and (3) increased CO2 cools the stratosphere by increasing its 
emissivity51. These thermodynamic changes can affect individual 
cyclones and storm tracks.

Much of our present understanding of the impact of 
thermodynamic changes in response to increased CO2 on storm 
tracks has come through experiments across the model hierarchy 
(Box 2). The experiments have revealed opposing thermodynamic 
influences on the storm tracks. For example:

• Dry dynamical core simulations (see Box  2) have shown that 
warming of the tropical upper troposphere increases baroclinic-
ity and shifts the storm tracks poleward. However, Arctic sur-
face warming decreases lower tropospheric baroclinicity and 
shifts the storm tracks equatorward52. The dry core responses 
have also been connected to changes in the vertical potential 
temperature gradient53 and the Hadley circulation54. The com-
petition between Arctic and tropical warming during winter-
time55,56 is reproduced in atmosphere–ocean general circulation 
models (AOGCMs; see Box 2).

• In AOGCMs, warming of the polar lower stratosphere due to 
ozone hole recovery decreases baroclinicity and shifts the storm 
tracks equatorward; however, increased greenhouse gases lead 
to warming of the tropical upper troposphere, cooling of the 
lower stratosphere and an opposite storm track shift40.

• Latent heat transport increases in mid-latitudes in AOGCMs 
in response to increased CO2 consistent with thermodynamic 
arguments. However, total energy transport does not change by 
as much because the increased latent energy transport is partially 
compensated for by decreased dry static energy transport57,58.

• In aquaplanet models, changes in the interaction between clouds 
and shortwave radiation leads to cooling in high latitudes, which 
increases surface baroclinicity tending to shift storm tracks 
poleward, whereas longwave cloud changes decrease surface 
baroclinicity (Box 1).

• Changes in mean available potential energy, which are related 
to changes in storm track intensity, are sensitive to competition 
between changes in baroclinicity and vertical stratification59.

• Finally, in atmospheric general circulation models (AGCMs; see 
Box  2), direct radiative forcing (increased CO2 with fixed sea 
surface temperatures, SSTs) amplifies summertime stationary 
eddies and shifts the Pacific storm track poleward. In contrast, 
the indirect effect of SST warming weakens stationary eddies 
and shifts the Pacific storm track equatorward60. 

Taken together, the above examples illustrate the multiple opposing 
thermodynamic influences that make predicting the storm track 
response to future climate change challenging. Although the storm 
tracks are subject to competing thermodynamic influences, the 
general consensus from comparison of state-of-the-art AOGCM 
simulations subject to business-as-usual emission scenarios is that 
the longitudinally averaged eddy-driven jet stream will shift pole-
ward as the climate warms61, with associated changes in storm track 
statistics62. In the Northern Hemisphere, the poleward shift is sea-
sonally dependent: it is most robust across models in autumn and 
is considerably weaker and less robust in winter61. These results are 
consistent with a tug of war on the storm tracks due to opposing 
thermodynamic changes during winter.

Equator

Pole

L L
H

Figure 3 | Schematic of a storm track. Surface extratropical cyclone 
(L; low pressure) and anticyclone (H; high pressure) represent a snapshot 
of a series of eddies within the storm track. The surface features are 
coupled to the jet stream in the upper troposphere (indicated by the 
grey arrow). White vectors with dashed outline indicate the approximate 
time-averaged eddy propagation through the storm tracks20. Eddy activity 
originates at low levels and propagates eastward and upward. The 
longitudinally averaged eddy propagation is upward and then poleward/
equatorward, converging momentum flux into the jet stream21, as indicated 
by white arrows with solid black outline on the right-hand panel. Figure 
reproduced with permission from ref. 21, AMS.
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Even for aspects of the longitudinally averaged storm track 
response that are largely agreed on across models, there is consider-
able inter-model variance in the magnitude of the response. In the 
Southern Hemisphere, inter-model variance is due equally to uncer-
tainty both in the future temperature trends and in the sensitivity 
of the circulation50. In the North Atlantic, inter-model variance is 

mostly due to uncertainty in lower tropospheric Equator-to-pole 
temperature gradient changes55. In addition, today’s climate mod-
els may overestimate the future response of the longitudinally aver-
aged southern storm tracks because the modelled jet streams are 
biased equatorward, and eddy-driven jet streams located closer to 
the Equator may be more sensitive to external forcing51.

Storm tracks involve a range of spatial scales from small-scale fron-
tal systems to planetary-scale jet streams. Understanding large-
scale, complex systems such as Earth’s climate requires a hierarchy 
of models. The principal idea of the model hierarchy is that complex 
phenomena can be understood through the study of simpler sys-
tems incorporating selected physical processes of the full system93. 
A useful analogy can be made with the field of molecular biology, 
where an understanding of the human genome is sought through 
the study of specimens from many taxa of varying complexity (for 
example, Escherichia coli bacteria, Homo sapiens and viruses)93. The 
study of storm tracks is built on a hierarchy of models ranging in 
physical complexity from only the most essential ingredients to 
state-of-the-art simulations94.

QG and shallow water models are at the simple end of the 
model hierarchy and include the minimal ingredients needed to 
understand the existence of storm tracks, that is, rotating fluid with 
horizontal and vertical temperature gradients. QG models form 
the basis for the theory of baroclinic instability95. Single-layer shal-
low water models with stochastic forcing have been used to study 
eddy–jet interactions in the upper troposphere23.

Dry dynamical core models include full vertical stratification 
and simplified representation of radiative and convective pro-
cesses96. In the standard configuration, the dry core simulates lon-
gitudinally invariant ‘dry’ storm tracks on a sphere (Fig. B2, bottom 
left). Dry cores have been used to study the storm track response to 
temperature gradient perturbations induced by global warming52.

Moist processes are important for storm track dynamics (Box 1), 
for example, about half of the poleward energy transport by storm 
tracks is via latent heat. Idealized moist core models include the 
interaction of storms with latent heating and precipitation, but do 
not include radiative feedbacks and clouds97,98. The moisture source 
is evaporation from an aquaplanet surface (no continents) that can 
be either prescribed SST or a slab ocean (immovable layer of water 
of fixed depth and heat capacity).

Aquaplanet models simulate storm tracks including interactions 
with latent heat, clouds and radiative feedbacks, but retain simplified 
surface boundary conditions (no continents)94. These models  simu-
late precipitating storm tracks (Fig. B2, bottom middle) and allow for 
the study of the storm track response to changes in SST gradients, 
global warming and cloud radiative interactions (Box 1). Aquaplanet 
models coupled to a slab ocean or ocean mixed layer include coupling 
between storm tracks, cloud radiative interactions and SST.

At the complex end, the Earth AGCM includes realistic land 
surface boundary conditions with prescribed SST. AOGCM add a 
dynamic ocean circulation. These models simulate realistic longitu-
dinally confined storm tracks (Fig. B2, bottom right). Although our 
ability to simulate Earth’s weather and climate has improved con-
siderably over the past few decades, today’s state-of-the-art climate 
models still exhibit biases in storm track position and intensity66. 
These biases are probably linked to coarse resolution and the param-
eterization of small-grid-scale processes such as convection, clouds 
and boundary layers99.

Box 2 | Idealized modelling framework.

Figure B2 | Idealized model hierarchy. Lower panels show examples of modelled vertically integrated EKE (contours) and precipitation (shading). 
Figure reproduced with permission from ref. 94, MSJ.
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In the Northern Hemisphere, the predicted storm track 
response exhibits large deviations from the longitudinal aver-
age due to changes in stationary eddies61. During Northern 
Hemisphere summer, the Atlantic jet is predicted to shift poleward, 
but the Pacific jet exhibits very little change due to the compet-
ing effects mentioned above. During winter, changes in station-
ary eddies lead to a poleward jet shift in the West Pacific and to 
an equatorward shift in the East Pacific61. Accompanying this is a 
projected increase in extratropical cyclone activity over the west 
coast of North America63. Over the Atlantic basin, the most robust 
changes are over western Europe, where storm track activity is 
projected to increase64, accompanied by a stationary high pressure 
response over the Mediterranean61 and a considerable reduction in 
Mediterranean storm track activity64. Processes that give rise to the 
regional changes in stationary waves, their connection to extreme 
events65 and model biases (for example, the lack of northward tilt 
of the Atlantic jet66) are active areas of research.

Another perspective from which future changes in storm tracks 
can be viewed is through the change in character of individual 
cyclones within the storm tracks. Of particular importance when 
it comes to societal impacts is the change in number, intensity or 
duration of cyclones. Aquaplanet model simulations show that 
changes in individual cyclone intensity are subject to competition 
between baroclinicity changes and increased moisture content of 
the atmosphere67. At present, there is considerable disagreement 
regarding future changes in the character of individual wintertime 
cyclones68. The disparity between different model studies may be 
partly due to the wide range of metrics used to characterize intense 
cyclones. It may also be associated with the net response being 
a residual of competing thermodynamic changes. The relative 
importance of these effects in model simulations is likely to depend 
on model resolution and the representation of small-scale physi-
cal processes that are not explicitly resolved by today’s global cli-
mate models69. Improving projections and understanding of future 
changes in storm intensity is an ongoing topic of research and is 
likely to evolve with model improvements.

Projected changes in storm track intensity and position in 
response to climate change over the next century will affect mid-
latitude extremes. The dynamical contribution to changes in extra-
tropical precipitation extremes (from changes of vertical winds in 
storms) can be positive or negative, and is considerably smaller 
than the thermodynamic contribution related to the increase of 
saturation specific humidity with warming70,71. The dynamical 
contribution matters more regionally, and the poleward shift of 
storm tracks impacts precipitation extremes in idealized aqua-
planet simulations72, but less so in comprehensive simulations70,71. 
A shift towards higher mean temperatures reduces the frequency 
of temperatures lower than a fixed cold threshold, and increases 
the frequency of temperatures above a fixed warm threshold73. 
Changes in the intensity of eddies would affect the generation of 
temperature extremes, but even if wind anomalies do not change in 
magnitude, warm and cold air advection will be less efficient at gen-
erating temperature extremes because of a projected reduction in 
the surface Equator-to-pole temperature gradient in the Northern 
Hemisphere74. Wind extremes are also sensitive to changes in the 
wind’s mean and variance: changes in storm intensity impact wind 
variance, and a strengthening of the climatological westerlies (as is 
projected to occur on the poleward flank of most storm tracks61) 
would lead to more extreme winds75. The response to climate 
change may also project onto large-scale modes of storm track 
variability, which influence the occurrence of wind, precipitation 
and temperature extremes by modifying the latitude and intensity 
of the jet, cyclones and blocking anticyclones68,73.

Thermodynamic responses to global warming lead to oppos-
ing influences on baroclinicity. Future changes in storm tracks 
and cyclones may ultimately be determined by how the competing 

thermodynamic effects combine transiently. In addition to the 
thermo dynamic tug of war, large internal variability in the mid- 
latitudes will continue to make the detection and attribution of 
storm track responses to anthropogenic climate change difficult76.

Opportunities for future research
Future changes in storm tracks are uncertain because of compet-
ing thermodynamic responses to anthropogenic radiative forc-
ing, including changes in CO2 and ozone. A promising direction 
is to constrain the influence of future competing thermodynamic 
responses by exploiting relationships between modelled future 
changes and seasonal and interannual variations (so-called emer-
gent constraints)77. In addition, synthesizing the storm track 
response to climate change into a feedback framework — similar 
to that for the thermodynamic response16 — by separately quanti-
fying the forcing (changes in baroclinicity) and feedbacks may be a 
path forward for integrating our understanding of the link between 
thermodynamics and dynamics.

Overall, progress in our understanding of storm tracks and their 
response to climate change depends on: (1) additional observations; 
and (2) filling gaps in the model hierarchy. Additional observations 
of cyclones are needed to better characterize how moist processes 
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Figure 4 | Coupling between tropical Pacific SST and the storm track.  
a, Anomalous SST at day 0. Daily mean composites of 103 cases of SST 
values averaged in the West Pacific (dashed red box) exceeding one 
standard deviation (day 0). b, The 300 hPa anomalous stream function 
(shadings; m2 s–1) and the transient eddy feedback, that is, stream function 
tendency due to the high frequency transients (contours, interval 3 m2 s–2, 
dashed negative) averaged between days 0 and +7. 
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affect storm tracks and to develop better parameterizations for cli-
mate models. This should be combined with additional analysis 
of storm track changes in response to recent (for example, ozone 
depletion) and past (for example, glacial–interglacial, past warm 
climates) forcings. Important gaps exist in the model hierarchy, in 
particular in terms of cloud processes and their coupling with the 
circulation. A model with simplified representation of the coupling 
between storm tracks and cloud radiative effects is needed to fur-
ther our understanding of the role of clouds in past, present and 
future climates. All of these complementary studies are required to 
reduce uncertainties of storm track response to climate change.

Methods 
Methods and any associated references are available in the online 
version of the paper.
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Methods
ERA-Interim calculations of eddy transports were carried out using six-hourly 
instantaneous data on 18 pressure levels from 1,000 hPa to 10 hPa after filter-
ing with a ten-day high-pass Lanczos filter with 181 weights. DJF and JJA 
averages from 1980 to 2013 are shown in Fig. 1 for the Northern Hemisphere 

and Southern Hemisphere, respectively. Individual extratropical cyclone tracks 
are identified using the method of ref. 100 applied to six-hourly ERA-Interim 
sea level pressure. Track density is defined as the number of tracks crossing a 
spherical cap of 564 km radius (106 km2 area) per season.
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