
grains (boxes in Fig. 4) in agreement with our

atomistic simulations. During loading at È40

GPa, our MD simulations predict a dislocation

density of È1013 cm–2, which is expected to

decrease during recovery. Although the exact

dislocation density in recovered samples is

difficult to estimate, our high-resolution TEM

images do show residual dislocations inside

some nanograins (Fig. 4). This is quite unusual

in nanocrystalline materials and not easily

achievable under normal deformation conditions

(28). Our experiments also indicate an increase

in hardness in the samples recovered after shock

loading, as expected from the measured residual

dislocation densities.

Computer simulations of shocks in nano-

crystalline copper show that the flow stress reach-

es ultrahigh values at high pressures produced

by shock loading. This hardness increase of up to

a factor of two compared with unshocked samples

arises because the barriers for GB sliding

increase with pressure (13–15), whereas dislo-

cation nucleation is not as sensitive to pressure

above a threshold of several gigapascals. Al-

though the simulations we have carried out are

for nanocrystalline copper, GB sliding reduc-

tion under pressure should be a general feature

of shock-loaded materials, including alloy and

nonmetallic nanocrystals. Harder nanocrystal-

line materials could offer novel applications,

including improved armor materials and Na-

tional Ignition Facility targets (5).
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Influence of the Atlantic
Subpolar Gyre on the

Thermohaline Circulation
Hjálmar Hátún,1,2* Anne Britt Sandø,3,4 Helge Drange,3,4,5,6

Bogi Hansen,1 He8inn Valdimarsson7

During the past decade, record-high salinities have been observed in the Atlantic
Inflow to the Nordic Seas and the Arctic Ocean, which feeds the North Atlantic
thermohaline circulation (THC). This may counteract the observed long-term
increase in freshwater supply to the area and tend to stabilize the North Atlantic
THC. Here we show that the salinity of the Atlantic Inflow is tightly linked to the
dynamics of the North Atlantic subpolar gyre circulation. Therefore, when
assessing the future of the North Atlantic THC, it is essential that the dynamics
of the subpolar gyre and its influence on the salinity are taken into account.

Formation of the densest, deepest waters of the

North Atlantic THC occurs following the

northward flow of warm, saline waters (the At-

lantic Inflow) (Fig. 1) across the Greenland-

Scotland Ridge. Through air-sea exchange,

these waters subsequently lose much of their

heat, but not their salt. Added freshwater from

precipitation and river runoff reduces the sa-

linity somewhat but still allows them to become

the densest waters in the region. This makes the

Arctic Mediterranean—the Arctic Ocean and

the Nordic Seas—the dominant source area for

the North Atlantic THC (1, 2). Because the

density close to the freezing point is mainly

determined by the salinity, changes in the

upper-layer salinities of this region may have

large impacts on the future development of this

circulation.

Climate models featuring increasing

greenhouse-gas scenarios predict an intensified

freshwater supply to the Arctic Mediterranean

during the 21st century (3). Observations

indicate that this is already occurring (4, 5)

and that large areas are freshening (5–7). This

freshwater increase may partly explain why

many climate models indicate a weakening of

the North Atlantic THC starting from the end
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Fig. 1. Schematic of the main features of the
surface circulation in the northeastern North
Atlantic. The green shaded region shows where
the subpolar and the subtropical waters meet,
mix, and feed into the Arctic Mediterranean.
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study are obtained in the Rockall Trough (R),
Faroe Current (F), and Irminger Current (I).
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of the 20th century (3). Other models (8)

predict a stable North Atlantic THC due to

increasing salinities of the waters flowing

toward the ventilation areas. This underscores

the potential importance of recent observations

that all three branches of the Atlantic Inflow to

the Arctic Mediterranean (9) have shown in-

creasing salinities during the last decade, with

record-high values in 2003 (Fig. 2). This sa-

linity anomaly has already been seen to influ-

ence the Arctic Mediterranean, and at Ocean

Weather Station Mike in the Norwegian Sea

(66-N, 2-E), the poleward-flowing Atlantic

Water reached salinity values (and temper-

atures) in 2004 that were higher than ever since

the observations started in 1948 (10, 11). These

changes may be expected to have large impacts

on the high-latitude climate system and its pop-

ulations and ecosystems, although the detailed

responses are difficult to predict.

The climate system is, however, strongly

influenced by internal variability modes, which

have to be distinguished from the fingerprints

of the more gradual global warming. The At-

lantic Inflow into the Arctic Mediterranean is

drawn from both the North Atlantic subpolar

gyre (SPG) and subtropical gyre (STG) (Fig. 1).

Four possible mechanisms may explain the

observed record-high salinity of the Atlantic

Inflow: (i) changes in the (local) air-sea flux of

freshwater Eevaporation minus precipitation

(E – P)^; (ii) increasing salinities of the STG

water; (iii) increasing salinities of the SPG

water; and (iv) dynamic changes in the relative

contributions from the two gyres. Here, we dis-

cuss these four alternatives by combining ob-

servations and results from a numerical Ocean

General Circulation Model (OGCM). This is

the Nansen Center version (12–14) of the

MICOM (Miami Isopycnal Coordinate Ocean

Model) (15), forced with daily mean Nation-

al Centers for Environmental Prediction/

National Center for Atmospheric Research

(NCEP/NCAR) (16) reanalyses of fresh water,

heat, and momentum fluxes for the period

1948 to 2003. Simulated fields from this model

system compare favorably with observations in

the northeastern Atlantic and Nordic Seas

(13, 17, 18) and simulate the salinity variations

of the three Atlantic Inflow branches accurately

(fig. S1).

To test the explanatory power of mechanism

(i), the (E – P) field, obtained from the NCEP/

NCAR reanalyses, has been integrated over a

box centered on the eastern SPG region, giving

an index of the atmospheric freshwater flux (fig.

S2). Comparing the temporal variation of this

index to the observed upper-layer (14) salinity

variations in the northeastern Atlantic, it is

clear that the air-sea flux Emechanism (i)^ can-

not explain the observed record-high Atlantic

Inflow salinities. This finding is consistent

with other studies (19, 20).

As for mechanism (ii), the STG salinity has

been observed to increase (5, 21). However, the

salinity variations in the Atlantic Inflow (Figs.

1 and 2) do not correspond to the salinity var-

iations in the STG (22) (fig. S3). Furthermore,

the simulated salinity in the upper layers of the

central SPG, mechanism (iii), shows no relation

to the Atlantic Inflow salinity (fig. S3). For

interannual to interdecadal time scales, neither

mechanism (ii) nor (iii) seems able to explain

the Atlantic Inflow salinity variations, which

leaves only dynamical variations Ee.g., mecha-

nism (iv)^ as a possible explanation.

H.kkinen and Rhines (23) described dy-

namical variations in the SPG during the dec-

ade 1992 to 2002 using altimeter data. A

decline of the gyre circulation, as represented

by the principal component (the Bgyre index[)

from an empirical orthogonal function (EOF)

analysis, is seen to parallel the increasing sa-

linities in the northeastern Atlantic (Fig. 2A).

The altimetry observations used by H.kkinen

and Rhines extend back only to 1992, but the

analysis can be extended backward, using

results from MICOM. During the 1992 to 2003

period, MICOM reproduces the H.kkinen and

Rhines mode (the Bgyre mode[) both in terms of

its spatial form (Fig. 2A, inset, and fig. S4) and

its temporal variation (the gyre index) through

the principal component (Fig. 2A). It is

therefore reasonable to apply MICOM to put

the changes into a longer time perspective and

to explore causal relations. To do this, Fig. 2B

compares the simulated gyre index with the

salinities of the two Atlantic Inflow branches

(I and R) for which long-term observations

are available. It is seen that the correspon-

dence between the Atlantic Inflow salinity

and the gyre index is not limited to the

period after 1992 but extends back at least to

the mid 1960s.

The variability of the Atlantic Inflow sa-

linities is part of a larger picture, which may be

illustrated by the changes from a high-index year

(1993) to a low-index year (1998) (Fig. 3). The

main features are a southward shift of the

frontal zone between the two gyres in the

Newfoundland Basin and a substantial salinity

increase along the eastern margin of the North

Atlantic, including the Iceland Basin. Density

changes in the northeastern Atlantic are gov-

erned mainly by changes in temperature, which

have been very similar to the salinity changes

(fig. S4, C and D). Replacement of the cold and

dense water in the Iceland and Irminger Basins

with warmer and lighter waters implies an in-

crease in the sea-surface height, whereas colder

water replacing warmer water in the New-

foundland Basin likewise implies a decrease in

the sea-surface height. This is the pattern de-

tected by the gyre mode, explaining a 915-cm

increase in the Iceland and Irminger Basins and

a decrease of similar magnitude in the New-

foundland Basin (inset in Fig. 2A). The gyre

index is therefore related not only to the

strength of the gyre circulation but also to the

Fig. 2. Temporal evolu-
tion of key parameters.
(A) Colored lines show
annual averages of the
observed salinity anom-
alies (14) in inflow areas
R, F, and I in Fig. 1. The
time series R and F are
shifted 1 year backward,
and the time series I is
shifted 2 years back-
ward to account for
advective delays. The
solid black line shows
the principal compo-
nent, the gyre index
(inverted), associated
with the leading North
Atlantic sea-surface
height mode, as ob-
tained from altimetry ob-
servations. The dashed
line represents the gyre
index (inverted) ob-
tained from MICOM.
The inset shows the
principal spatial mode
of variability (EOF) of
simulated sea-surface
height (see also fig.
S4B). (B) As in (A), but
for a longer time period.
The red vertical line in
(B) indicates the approx-
imate salinity range in
the mid-1960s as deduced from surface salinity data (26).
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shape of the gyre. During the high-index period

in the early 1990s, the gyre had an east-west

shape with strong protrusions into the eastern

basins (Fig. 3A), whereas in the low-index

years in the late 1990s, it had a more north-

south shape, largely confined to the west of the

Mid-Atlantic Ridge (Fig. 3B).

A more detailed understanding may be

obtained by focusing on the Rockall Trough,

which is a main passageway for the Atlantic

Inflow. The upper layers of the trough are fed

from two sources (24, 25): water from the

North Atlantic Current (NAC), which follows

the boundary between the two gyres (green

areas in Fig. 3), and water of more southern

origin from areas west of and over the con-

tinental slope (eastern part of the red areas in

Fig. 3). On a section across the trough (section

E in Fig. 3B), the waters from the two sources

are generally found to be separated by a front,

which straddles the 35.35 isohaline (fig. S5).

By extracting the volume transports on both

sides of this front from MICOM, we obtain

estimates of the influence of each of the two

sources on the inflow through the trough. The

result (Fig. 4A) clearly shows that the effect of

the gyre circulation is to modulate the influ-

ence of the relatively fresh NAC on the inflow

through the trough.

This influence may be traced upstream to

section W across the NAC over the Mid Atlantic

Ridge (Fig. 3B). In the model, this section con-

sistently includes the entire frontal zone as-

sociated with the current, and the 34.95

isohaline encompasses the sectional area from

which the transport of SPG water has been ex-

tracted (fig. S6). The transport of STG water

through section W has been extracted from the

region south of the front defined by the 34.95

isohaline. The resulting time series (Fig. 4B) do

not follow the gyre index quite as well as for

Fig. 4A, but they still strongly support that the

SPG circulation is linked to the relative con-

tributions from the two gyres to the NAC at

this location: When the gyre index is high, the

volume transport of SPG water through the

section is also high and the volume transport of

STG water is low, and vice versa for a low

gyre index.

We conclude that on interannual to inter-

decadal time scales, the salinity of the Atlantic

Inflow to the Arctic Mediterranean is controlled

mainly by the dynamics of the SPG circulation

and its effects on the location, intensity, and

composition of the NAC in the northeastern

Atlantic. This conclusion does not exclude the

possibility that intensified evaporation in the

tropical Atlantic and export of freshwater to

the Pacific may affect the Atlantic Inflow sa-

linity on longer time scales. According to some

climate models (3, 8), this may have a stabiliz-

ing effect on the THC. Our results demonstrate,

however, that the recently observed record-high

Atlantic Inflow salinities are not primarily a

consequence of this mechanism and that the

coupling between the tropical Atlantic and the

Atlantic Inflow to the Arctic Mediterranean is

highly dependent on the dynamics of the SPG.

In periods with intensive SPG circulation, the

stabilizing effect of increasing tropical salinities

on the thermohaline ventilation in the Arctic

Mediterranean will be reduced. The mecha-

nisms that induce SPG variations were dis-

cussed by H.kkinen and Rhines (23), and these

mechanisms and their response to human-

induced global warming clearly merit more

detailed investigations. That has not been the

focus of this paper, but our results demonstrate

that realistic description of these mechanisms in

climate models is a precondition for reliable

assessment of the future North Atlantic THC.

Our results also show the key importance of

long and continued observational time series

for this purpose.
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Changes in Tropical Cyclone
Number, Duration, and Intensity

in a Warming Environment
P. J. Webster,1 G. J. Holland,2 J. A. Curry,1 H.-R. Chang1

We examined the number of tropical cyclones and cyclone days as well as
tropical cyclone intensity over the past 35 years, in an environment of in-
creasing sea surface temperature. A large increase was seen in the number
and proportion of hurricanes reaching categories 4 and 5. The largest increase
occurred in the North Pacific, Indian, and Southwest Pacific Oceans, and the
smallest percentage increase occurred in the North Atlantic Ocean. These
increases have taken place while the number of cyclones and cyclone days has
decreased in all basins except the North Atlantic during the past decade.

During the hurricane season of 2004, there

were 14 named storms in the North Atlantic,

of which 9 achieved hurricane intensity. Four

of these hurricanes struck the southeast United

States in rapid succession, causing considera-

ble damage and disruption. Analysis of hurri-

cane characteristics in the North Atlantic (1, 2)

has shown an increase in hurricane frequency

and intensity since 1995. Recently, a causal

relationship between increasing hurricane fre-

quency and intensity and increasing sea sur-

face temperature (SST) has been posited (3),

assuming an acceleration of the hydrological

cycle arising from the nonlinear relation be-

tween saturation vapor pressure and tempera-

ture (4). The issue of attribution of increased

hurricane frequency to increasing SST has re-

sulted in a vigorous debate in the press and

in academic circles (5).

Numerous studies have addressed the is-

sue of changes in the global frequency and

intensity of hurricanes in the warming world.

Our basic conceptual understanding of hurri-

canes suggests that there could be a relation-

ship between hurricane activity and SST. It

is well established that SST 9 26-C is a re-

quirement for tropical cyclone formation in

the current climate (6, 7). There is also a hy-

pothesized relationship between SST and the

maximum potential hurricane intensity (8, 9).

However, strong interannual variability in hur-

ricane statistics (10–14) and the possible in-

fluence of interannual variability associated

with El NiDo and the North Atlantic Oscilla-

tion (11, 12) make it difficult to discern any

trend relative to background SST increases

with statistical veracity (8). Factors other than

SST have been cited for their role in regulating

hurricane characteristics, including vertical

shear and mid-tropospheric moisture (15). Glob-

al modeling results for doubled CO
2

scenarios

are contradictory (15–20), with simulations

showing a lack of consistency in projecting

an increase or decrease in the total number of

hurricanes, although most simulations project

an increase in hurricane intensity.

Tropical ocean SSTs increased by approx-

imately 0.5-C between 1970 and 2004 (21).

Figure 1 shows the SST trends for the trop-

ical cyclone season in each ocean basin. If

the Kendall trend analysis is used, trends in

each of the ocean basins are significantly

different from zero at the 95% confidence

level or higher, except for the southwest Pa-

cific Ocean. Here we examine the variations

in hurricane characteristics for each ocean

basin in the context of the basin SST varia-

tions. To this end, we conducted a compre-

hensive analysis of global tropical cyclone

statistics for the satellite era (1970–2004). In

each tropical ocean basin, we examined the

numbers of tropical storms and hurricanes,

the number of storm days, and the hurricane

intensity distribution. The tropical cyclone

data are derived from the best track archives

1School of Earth and Atmospheric Sciences, Georgia
Institute of Technology, Atlanta, GA 30332, USA. 2National
Center for Atmospheric Research, Boulder, CO, USA.

Fig. 1. Running 5-year mean of
SST during the respective hurricane
seasons for the principal ocean
basins in which hurricanes occur:
the North Atlantic Ocean (NATL:
90- to 20-E, 5- to 25-N, June-
October), the Western Pacific
Ocean (WPAC: 120- to 180-E, 5-
to 20-N, May-December), the East
Pacific Ocean (EPAC: 90- to
120-W, 5- to 20-N, June-October),
the Southwest Pacific Ocean
(SPAC: 155- to 180-E, 5- to 20-S,
December-April), the North Indian
Ocean (NIO: 55- to 90-E, 5- to
20-N, April-May and September-
November), and the South Indian
Ocean (SIO: 50- to 115-E, 5- to
20-S, November-April).
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