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The role of fluid residence time and catchment length scales in controlling the chemical composition of rivers
is evaluated by comparing numerical simulations and scaling arguments to concentration–discharge data
from small catchments. The analysis suggests that poorly-crystalline aluminosilicates are an important
control on the composition of stream waters and therefore chemical equilibrium between the dissolving
and precipitating phases determines the maximum concentration and the maximum silicate weathering
flux. The modeling results suggest that the residence time of fluid relative to the residence time required
to approach chemical equilibrium can be used to assess the controls on solute fluxes in small catchments,
and possibly larger rivers. Catchments that show little variability in concentration with discharge (or “che-
mostatic behavior”) likely have average fluid residence times that exceed the time required to reach chemical
equilibrium. Conversely, decreases in concentration with increasing discharge are explained by average res-
idence times shorter than required to approach chemical equilibrium, resulting in dilution. Solute fluxes are
also strongly impacted by the distribution of fluid residence times in a basin. The fluid residence time model
provides an alternative framework for assessing both the relationship between discharge and concentration
observed for individual catchments, and controls on the solute fluxes of rivers. If fluid residence times are a
dominant control on weathering fluxes, the chemistry of different rivers could vary entirely as a function of
the nature subsurface flow paths and the composition of the system at equilibrium, which is complex to pre-
dict and strongly coupled to biological processes, temperature and the composition of the system. As a result
of thermodynamic and hydrologic restrictions on the amount of weathering, global solute fluxes may depend
more strongly on the geometry, relief, runoff and permeability of basins then on temperature and rates of
erosion.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

The flux of dissolved silicate and carbonate rock is an important
control on the composition of the oceans and the atmosphere. In
most treatments of global elemental cycles, weathering fluxes in the
past are scaled according to semi-empirical formulations that account
for runoff, temperature, erosion and biological processes (Arvidson et
al., 2006; Berner and Kothavala, 2001; Wallmann, 2001). These scal-
ing parameters are often based on observations from modern rivers
of varying sizes and climates, and are thus assumed to apply in the
past (Dessert et al., 2003; Gaillardet et al., 1999; Ludwig et al.,
1998). An alternative approach to modeling solute fluxes is to develop
amechanistic but simplemodel for solute production and test it against
modern river chemistry. Such a model must incorporate the effects of
runoff, erosion, temperature and biological processes, while avoiding
the incorporation of empirical parameters that may have varied in the
past. Such a model must also consider how fluids travel through the

zone of solute generation and the thermodynamic constraints that
limit solute generation.

The ability to accurately predict the generation of solutes is integral
to understanding the relationships between climate, tectonic uplift/
erosion and chemical weathering (West et al., 2005). In many catch-
ments, solute fluxes are linearly correlated with discharge, suggest-
ing that solute concentrations are constant over a broad range of
discharge (Godsey et al., 2009; Stefansson and Gislason, 2001).
Even for large rivers draining diverse lithologies, a nearly linear rela-
tionship is observed between solute flux and discharge (Gaillardet et
al., 1999). This behavior has been called “chemostatic” and has been
interpreted as evidence for strong climatic or hydrologic control of
solute fluxes (Clow and Mast, 2010; Godsey et al., 2009).

Models of the relationship between concentration and discharge
are also commonly used in catchment hydrology. Physical models
often relate concentration–discharge relationships to mixing of end-
member waters from different physical locations in the landscape
(Evans and Davies, 1998). Chemical models can be differentiated
into several categories: models that assume fluxes depend on reac-
tion rates (Godsey et al., 2009), models that assume the concentration
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varies as a function of the subsurface contact time (Anderson et al.,
1997a; Hornberger et al., 2001; Johnson et al., 1969), and models
that assume solute concentrations are determined by chemical
equilibrium between a primary and secondary phase (Bowser and
Jones, 2002; Drever and Zobrist, 1992; Garrels and Mackenzie,
1967; Stefansson and Gislason, 2001; Tardy, 1971). Models that
neglect chemical equilibriumwould allow for concentrations to surpass
equilibrium values, whereas models that assume chemical equilibrium
would not predict lower concentrations when fluids are not chemically
equilibrated, especially at high discharge or short subsurface contact
times. Thus, any model linking solute fluxes to physical or chemical
processes must consider both kinetic and equilibrium processes.

The goal of this work is to develop a conceptual framework for
solute generation in catchments that can explain the response of rivers
to changes in observable parameters such as discharge, temperature
and the residence time of fluids in the subsurface. This conceptual
framework must take into account the balance between chemical equi-
librium, kinetic and hydrologic controls. To accomplish this, a numerical
model is used to assess the extent of chemical equilibration along a flow
path for different parameters known to impact solute generation (e.g.
mineral composition, temperature, soil gas CO2 concentration, water
content, flow rate and effective surface area). The numerical model
results are used to develop a scaling approach that can describe chem-
ical fluxes as a function of the ratio of the actual fluid residence time
to the time required to reach chemical equilibrium. The model is then
tested against concentration–discharge data from single rivers. If it
can be shown to scale with catchment size, this framework provides
an alternative approach for interpreting solute fluxes from catch-
ments that can be used to evaluate rates of chemical denudation or
concentration–discharge relationships.

2. Methods

2.1. Conceptual model

The residence time of water is expected to be an important control
on solute concentrations because longer transit times favor the accu-
mulation of more solute (Berner, 1978; Wolock et al., 1997). Tracer
studies of small headwater catchments yield mean residence times
of water ranging from a few months to several years (Asano et al.,
2002; McGuire and McDonnell, 2006, 2010; McGuire et al., 2002;
McGuire et al., 2005; McGuire et al., 2007; Soulsby et al., 2000;
Stewart et al., 2010; Tetzlaff et al., 2009). For large river basins,
mean residence times can approach decades because of longer flow
paths (McGuire and McDonnell, 2006). Fig. 1 depicts the possible
flow paths through the hillslope to the stream and the chemical evo-
lution along the flow path. The hydrologic setting is simplified to
focus on the chemical aspects of solute generation and to highlight
the importance of the ratio between the flow path length (L) and
the flow path length required to reach chemical equilibrium (Leq),
where the later can depend on a number of different factors including
water flux, water content, mineral surface area, soil gas PCO2 and the
equilibrium concentration (Maher, 2010). This conceptual model
emphasizes the importance of physical length scales relative to chemical
length scales as an important factor in solute fluxes.

2.2. Data sources

Runoff generation is clearly a dynamic process so it is surprising
that many catchments show minimal variation in solute concentra-
tions across wide ranges of discharge. To assess model predictions

Fig. 1. Conceptual model for the generation of solute fluxes due to gradual equilibrium along a flow path. (A) Schematic of subsurface flow paths showing the paths that water may
follow to the channel depending on the soil–bedrock boundary and the seasonal moisture distribution (modified from Anderson et al., 1997b; McDonnell et al., 2010). Seasonal
preferential flow (not shown) may also be important. The pathways of (1) shallow unsaturated flow and (2) deep groundwater represent two important zones of solute generation.
(B) Schematic of the increase in solute flux with distance along the flow path as a function of different flow rates. The maximum solute flux is achieved when equilibrium is reached
between the primary dissolving feldspars and the secondary aluminosilicate. The relevant length scales are depicted by L, the length of the flowpath, and Leq, the distance where the
fluid reaches equilibrium (Leq is shown for the high flux case (q×5)).
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of concentration and discharge, sites from the United States Geological
Survey's (USGS) Hydrologic Benchmark Network (HBN) (http://ny.cf.
er.usgs.gov/hbn/index.cfm) are used (Mast and Clow, 2000). The
mean annual discharge–weighted concentrations (calculated following
Godsey et al., 2009; Zeman, 1978) show the same general trends as the
individual events so the individual events are used for the model fitting
and evaluation. The datawere not corrected for rainfall inputs or evapo-
transpiration in order to accurately compute mineral saturation states.
Fig. 2A shows Si flux as a function of runoff illustrating the approximate
“chemostatic” behavior for individual catchments as noted byGodsey et
al. (2009). Fig. 2B shows the concentration–discharge relationships for
three catchments indicating the three general patterns observed:
(1) decreasing concentration with increasing discharge, (2) constant
concentration or “chemostatic” behavior and (3) decreasing concentra-
tion only at high discharge.

2.3. Reactive transport simulations

The reactive transport code CrunchFlow (Maher et al., 2006;
Maher et al., 2009; Steefel, 2001; Steefel and Maher, 2009) was
used to evaluate the increase in solute concentrations as a function
of flow rate, temperature, mineral surface areas, water saturation
and soil gas CO2 (PCO2). The model simulations were run at 5 °C,
15 °C and 25 °C and 1 atm, with 15 °C representing the average global
temperature (Berner and Kothavala, 2001). The model domain
consisted of a one dimensional soil column with a flux boundary
condition at the base of the profile, and a Dirichlet boundary condi-
tion for aqueous and gaseous species at the land–atmosphere inter-
face. The simulations infiltrated dilute rainwater into a variably
water saturated column of minerals with a porosity of 17.5%. The
simulations were run with a starting composition approximating
granite (18.2 wt.% plagioclase (20% anorthite (An20)), 18.2 wt.%
K-feldspar, 60.6 wt.% quartz, and 3 wt.% secondary minerals). Mineral
surface areas were 0.5 m2/g for feldspars and 10 m2/g for secondary
minerals corresponding to the ranges of values for feldspars reported
in White and Brantley (2003) and for clay minerals (Maher et al.,
2009; Yang and Steefel, 2008).

The majority of the equilibrium constants for minerals and the
relevant aqueous complexes used in the modeling and interpretation
are from the EQ3/EQ6 thermodynamic database (Wolery et al., 1990).
Log K values for anorthite/albite solid solution series are from
Arnorsson and Stefansson (1999). The rate constants and activation
energies are from a compilation by Palandri and Kharaka (2004).
The kinetic rate law for feldspar dissolution includes a non-linear

dependence on Al activity and feldspar saturation state (Gautier et
al., 1994; Maher et al., 2006; Maher et al., 2009; Oelkers et al., 1994;
Schott et al., 2009). Model profiles shown in Fig. 1B (and subsequent-
ly) correspond to 500 years, ample time to reach quasi-steady state
such that the fluid compositions are not changing appreciably over
time at a given point (Lichtner et al., 1986).

In a multi-component system characterized by irreversible reac-
tions, the reaction endpoint is highly dependent on the mineral kinet-
ics and the components in the system (Lasaga et al., 1994; Steefel and
Van Cappellen, 1990). The goal of this study is to understand how
departures from chemical equilibrium affect solute fluxes, and not
to determine the exact phases that control the equilibrium concentra-
tions as these may vary with climate, vegetations and lithology. Fig. 3
shows the water compositions for the majority of the HBN catch-
ments are also consistent with either kaolinite or a metastable alumi-
nosilicate (likely halloysite). Saturation with respect to halloysite,
allophane or imogolite is common for both river waters (Stefansson
and Gislason, 2001) and soil waters (Maher et al., 2009; White et
al., 2009). As a result, the model mineral system that produced the
most consistent values for pH, Si, K, Na compared to the HBN river
data was composed of quartz, K-feldspar, plagioclase (An0 to An20)
and halloysite (Fig. 3). The dashed lines in Fig. 3 show that the
phase boundaries will shift depending on the solubility of the second-
ary aluminosilicate, and in general the identity and solubility of the
secondary minerals are poorly known (Violette et al., 2010; Yang
and Steefel, 2008). However, clay minerals composed of the more
soluble elements (such as smectite) tend to form in dry environ-
ments, while kaolinite group minerals tend to form in wetter climates
(Chadwick and Chorover, 2001; Curtis, 1990; Folkoff andMeentemeyer,
1985). Most of the basins considered have rainfall amounts typical of
halloysite, consistent with the model predictions. Overall the chemical
endpoints in themodel are highly uncertain, yet the overall progression
towards chemical equilibrium is not.

3. Results

3.1. Reactive transport model sensitivity analysis

Reactive transport simulations were used to evaluate the sensitivity
of solute profiles to key variables (Fig. 4). The goal is to understand:
(1) the parameters that impact the final equilibrium concentration
and (2) the parameters that control the time required for fluids to equil-
ibrate. The equilibrium time and concentration relative to the system
length scale determine the maximum solute flux and are thus important

Fig. 2. (A) Silica flux as a function of specific discharge for the United States Geological Survey's (USGS) Hydrologic Benchmark Network (HBN) sites described in Mast and Clow
(2000). Some sites were also considered by Godsey et al. (2009). Each type of symbol represents a different catchment from HBN (SHCA, Sagehen, CA; KMHI, Kahakuloa Stream, HI;
HCID, Hayden Creek, ID; ECCA, Elder Creek, CA; ACWA, Andrews Creek, WA; Washington Creek, MI). Data plotted are individual discharge concentrations measurements. Dashed
line represents a 1:1 relationship between solute fluxes and runoff indicative of constant concentration. (B) HBN data for SiO2(aq) concentration as a function of specific discharge
showing the three types of commonly observed concentration–discharge relationships: (1) complex dilution, (2) constant concentration and (3) constant concentration until a
threshold in discharge is exceeded.
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for assessing restrictions on solute generation imposed by either chemical
equilibrium or flow path lengths. Variations in water content and the
boundary condition for PCO2 impact both thefinal equilibriumconcentra-
tions and the equilibration length scale or equilibration time (Fig. 4A, B).
In both cases, the evolution to different chemical endpoints is a result of

differences in the final pH, as suggested by the activity diagram shown
in Fig. 3. For unsaturated flow, the model PCO2 is effectively constant
throughout the profile, creating a competition between the dissolution
of CO2 into the pore water, which lowers the pH, and the feldspar hydro-
lysis reactions. The net result is an increase in equilibration length and
equilibrium concentration with increasing PCO2. This difference in chem-
ical evolution emphasizes the strong coupling between hydrologic and
biogeochemical processes—abiotic and biotic factors that influence soil
water pH, including the presence of organic acids, are thus likely to
strongly impact the extent of weathering. In contrast, changes in mineral
surface area and porosity do not impact the final equilibrium concentra-
tion, just the length scale (Fig. 4C). Increases in mineral surface area de-
crease the equilibrium length scale because reaction rates increase. The
reactive transport model also predicts longer times to reach equilibrium
at lower temperatures due to slower reaction kinetics. This highlights
the expansive set of variables that factor into the generation of solutes
from weathering processes (Beaulieu et al., 2010; Berner, 1992; Bluth
and Kump, 1994; Maher et al., 2009; Richards and Kump, 2003; West et
al., 2005).

In general, parameters that slow the approach to equilibrium (e.g.
reduced mineral surface area/reaction rate or increased flow rate)
result in longer equilibration length scales. Parameters that change
the composition of the system tend to change both the equilibrium
length scale and the concentration (soil PCO2 or pH, unsaturated
flow, mineral solubilities and to some extent temperature). The reac-
tion time in the unsaturated zone relative to the saturated zone will
also be an important control on the equilibration length and concen-
tration. The sensitivity analysis demonstrates that weathering evolu-
tion can still be effectively described by a theoretical equilibration
length and equilibrium or endpoint concentration. The theoretical
model equilibration lengths (0.5 to 3 m) are similar to those of soils
and hillslopes. However, detailed field studies that assess equilibration

Fig. 3. Activity diagram for plagioclase, gibbsite, smectite (represented by beidellite),
kaolinite and a metastable aluminosilicate such as halloysite (brackets denote activity).
Dashed lines indicate that the exact solubility is highly uncertain but show the direc-
tion of change. The data for several HBN sites (Sagehen, CA (SHCA), Hayden Creek, ID
(HCID) and Andrews Creek, WA (ACWA)) is plotted for comparison. The arrow
shows the trajectory of the reactive transport model. The diagram is constructed
assuming the log [Ca]/[H+]2=16.

Fig. 4. Sensitivity of equilibrium Si concentrations and equilibration lengths to different assumptions based on numerical multi-component simulations. Flow rate is assumed to be
1 m/yr and temperature is 15 °C unless otherwise indicated. The bold line shows the reference model scenario which most closely reproduces the HBN river data. (A) Effect of
changes in the liquid saturation (Sw) (or ratio of volumetric water content to porosity). (B) Effect of changes in mineral surface area. All mineral surface areas were scaled equally
by a factor of 10. (C) Effect of initial soil PCO2. (D) Effect of temperature for unsaturated flow conditions (saturated flow temperature dependence shown in Fig. 5). Note log scale on
both axes. Shaded field corresponds to range of average values from HBN sites.
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lengths and endpoints in tandem with the lithology, temperature and
hydrology are critical for evaluating this approach.

3.2. Concentration as a function of temperature and fluid residence time

Fig. 5 shows the theoretical evolution of solute concentrations as a
function of fluid residence time for different temperatures and satu-
rated flow. The evolution of concentrations are similar across 2 orders
of magnitude in flow rates (e.g. 0.1 to 10 m/yr) for a given tempera-
ture, suggesting that fluid residence time is a useful variable for
understanding chemical evolution. The decreasing final concentration
with increasing temperature predicted for fully saturated flow condi-
tions is the reverse of the temperature dependence predicted for
unsaturated flow in Fig. 4D. The difference is due to the presence of
CO2(g) throughout the profile for unsaturated flow, compared to sat-
urated flow where the amount of CO2 dissolved in the water entering
the profile is determined by the temperature and boundary condition
for PCO2 (which was held constant at 0.5% in both cases). As a result,
for unsaturated flow both water flux and temperature impact the
final equilibrium concentration. In reality, soil PCO2 levels likely
decrease with temperature due to lower biological productivity. In
addition to the pH effects due to CO2(g) solubility and transport, tem-
perature also impacts the reaction kinetics. For example, at short fluid
residence times the concentration is greater at higher temperatures
because of elevated reaction kinetics.

Between or within the six HBN catchments considered here, water
composition show no consistent relationship to water temperature—
some catchments show no correlation between concentration and
temperature (SHCA, KMHI, HCID), while others show a weak positive
correlation (ECCA) or a weak negative correlation (ACWA, WCMI)—
likely because the effects of temperature are complicated by the
flow conditions. Detailed field studies examining the dynamics of
CO2(g) in the soil zone and the resulting impacts on solute generation
would help to evaluate the actual relationship between temperature,
equilibrium composition, extent of weathering and hydrologic
conditions.

Many studies have assumed that silicate weathering reactions are
slow relative to transport such that rates are kinetically- or surface-
reaction controlled. Based on this assumption, equations have been
developed that relate weathering fluxes to temperature (T) using
the activation energy (Ea) according to the Arrhenius relationship:
k(T)=Ae(−Ea/RT) where k is the weathering rate, A is the pre-
exponential factor, R is the gas constant (Brady and Carroll, 1994;
Clow and Mast, 2010; Velbel, 1993; White and Blum, 1995). Applica-
tion of an Arrhenius-style relationship to weathering fluxes is empirical
as it does not capture the mechanisms behind solute generation and is
only valid if chemical conditions are far from equilibrium. Also, there

is no maximum limit to concentrations. In contrast, it is clear from
Fig. 5 that the approach to equilibriumand the equilibrium composition
are important controls on solute fluxes. This behavior, and the varia-
tions in secondary phases and soil productivity (Curtis, 1990; Folkoff
and Meentemeyer, 1985), may explain why it has been difficult to
determine the temperature dependence of weathering rates across
different environments (Hartmann et al., 2010; Millot et al., 2002,
2003).

3.3. Model for solute flux as a function of fluid residence time

More complex reactive transport approaches have been used to
consider catchment- and global-scale chemical weathering (Beaulieu
et al., 2010; Godderis et al., 2008; Roelandt et al., 2010; Violette et al.,
2010). The challenge for more complex approaches is to parameterize
large systems without making unsupported assumptions. An alterna-
tive approach is to develop scaling relationships that account for the
key variables that control solute fluxes and test them against numer-
ical models and well-studied systems. Results from the simplified
model above suggest that the residence time of fluid relative to the
residence time required to approach chemical equilibrium is the
dominant control on solute fluxes. A simple model that uses only
these parameters will be developed and compared to the reactive
transport results and data from six HBN catchments.

The concentration of a dissolving solute, c, along a flow path (x) as
a function of the flow rate (q[m/yr]), the volumetric water content (θ)
and the net of the dissolution (∑Rd,i [mol/m3-fluid/yr]) and precipi-
tation (∑Rp,I ) rates summed over each mineral (i), can be described
in simplified form as:

dc
dt

¼ − q
θ
dc
dx

þ∑
i
μiRd;i 1− c

ceq

 !ni
 !mi

−∑
i
μiRp;i 1− c

ceq

 !ni
 !mi

: ð1Þ

The exponents n and m reflect the observation that the dissolution
and precipitation behavior of many minerals exhibits a non-linear
dependence on the departure from equilibrium (Hellmann and
Tisserand, 2006) and μi is the stoichiometric coefficient. The value of
ceq reflects the equilibrium concentration where rates of dissolution
and precipitation are zero, and reflects the decrease in rates as fluids
approach equilibrium. The terms Rd,i and Rp,i are the product of the dis-
solution rate constant ki (mol/m2/s), themineral surface area Ai (m2/m3-
mineral), any termdescribing inhibition or activation, and themineral to
fluid ratioM (m3-mineral/m3-fluid). The dispersion term in Eq. (1) (not
shown) is neglected for simplicity. After an initial relaxation time which
is on the order of a year or less, the shape of the solute profile (dc/dx)
should reach a quasi-steady state as long as mineral volumes are

Fig. 5. (A) SiO2(aq) and Na and (B) calcium and alkalinity (K and Al not shown) concentrations as a function of fluid residence times at different temperatures for a system of K-feldspar,
plagioclase (An20) and halloysite; The individual lines correspond to a range of flow rates from 0.1 m/yr to 10 m/yr showing the correspondence between fluid residence time and the
evolution of concentration across flow rates. Simulations assume 100% liquid saturation. Minerals included in the simulation are plagioclase (An20) (18.2 wt.%), K-feldspar (18.2 wt.%),
quartz (60.6 wt.%), and halloysite (3.0 wt.%). Note the linear concentration scale on the y-axis and logarithmic scale on the x-axis.
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changing slowly (ca. 10,000s of years) (Lichtner et al., 1986) so that the
solute profile can be represented by:

dc
dx

¼ θ
q
∑
i
μiRd;i 1− c

ceq

 !ni
 !mi

− θ
q
∑
i
μiRp;i 1− c

ceq

 !ni
 !mi

ð2Þ

Based on Eq. (2), the concentration gradient (dc/dx) depends on
the balance between the flow rate and the reaction rates. Once the
fluid has reached equilibrium (ceq) with the dissolving and precipitat-
ing phases, dc/dx is zero and the maximum possible solute flux (Fmax)
is achieved (Fmax=qceq). Until equilibrium is reached, the solute flux
varies as a function of the flow rate and the concentration (Fig. 1B).
Conceptually, this idea can be represented by considering the change
in concentration as a function of the residence time of the fluid
(τf=Lθ/q) at distance L as shown in Fig. 5. If the fluid residences
times are long enough that fluids reach equilibrium with the solids,
the primary control on the solute flux is discharge.

In order to understand how solute fluxes vary with catchment fluid
residence time, it is helpful to have an equation that predicts the solute
curve shown in Figs. 4 and 5. This can be done by assuming that∑μiRd,i−
∑μiRp,i is equal to Rn, the net increase in solute, and solving for the con-
centration as a function of distance based on Eq. (2):

c xð Þ ¼ c0 exp
−Rnθx
qceq

 !

þ ceq 1− exp
−Rnθx
qceq

 ! !

: ð3Þ

where c0 is the initial solute concentration at the inlet (nominally zero)
and x, the distance along the flow path (ceq and Rn are a function of
temperature, composition (including mineral and gasses) and
liquid saturation). This approximation assumes no net addition of solute
from other sources along the flow path. Eqs. (2) and (3) could be
amended if this assumption is violated. However, if all fluids are either
equilibrated with the solids before they mix, or isolated from mixing in
the subsurface, this assumption has a negligible effect on the composition
of waters.

Eq. (3) can also be expressed in terms of fluid residence time
(τf=Lθ/q), if x is equal to the length scale of the system (L):

c τf
! "

¼ c0 exp
−Rnτf
ceq

 !
þ ceq 1− exp

−Rnτf
ceq

 ! !
ð4Þ

Determining the effective net reaction rate for a natural system is
challenging. However, a measure of the net reaction rate is the dis-
tance (or fluid residence time) required for the system to approach
equilibrium. The ratio of ceq/Rn is effectively a measure of the time
required for the fluid to reach equilibrium, or the “equilibrium fluid
residence time”, τeq. As demonstrated in Figs. 4 and 5, τeq can vary
depending on a number of factors, although timescales of months to
years are within the range of median residence times for many catch-
ments (McGuire and McDonnell, 2006; Stewart et al., 2010). Eq. (4),
while simple, is consistent with the theoretical evolution of the
system: as actual fluid residence times become large relative to the
ratio of ceq/Rn, the concentration approaches ceq (Aagard and Helgeson,
1982; Lasaga and Rye, 1993; Steefel and Lasaga, 1994).

An alternative way to estimate the net reaction rate is to consider
the ratio of the dissolution rate to the precipitation rate. Secondary
minerals cannot precipitate more quickly than minerals dissolve so
Rd/Rp must be close to 1. In the reactive transport simulations, Rd/Rp
was between 1.66 and 1.76. Experimental batch studies also demon-
strated a ratio of oligoclase dissolution to kaolinite precipitation of
1.62 (Zhu et al., 2010). Using this relationship, the equilibrium fluid
residence time (τeq) is:

τeq ≈
ceq
Rn

≈ ceq
εRd

ð5Þ

where ε describes proportionality between net precipitation and dis-
solution rates and is likely on the order of 0.56 for Si when the stoichi-
ometry (e.g. albite to halloysite) is accounted for. Using the data from
the reactive transport model, ceq at 15 °C is 348 μmol/L, Rd is
1.7×10−3 mol/L/yr, and τeq is equal to 0.3 yr, in agreement with the
model profiles. If ceq/Rd is assumed to be proportional to the fluid res-
idence time where the system reaches equilibrium (τeq), Eq. (4) can
be recast to describe the change in concentration along a flow path
as a function of the ratio of the actual fluid residence time to the
fluid residence time required for the system to approach equilibrium:

c τf
! "

¼ c0 exp
−τf
ωτeq

 !
þ ceq 1− exp

−τf
ωτeq

 ! !
ð6Þ

A scaling factor (ω) is introduced to control where the concentration
approaches equilibrium relative to the equilibrium fluid residence time
such thatω=− ln (1− f) where f is the fraction of the equilibrium con-
centration achieved. Values for f andω are assumed to be 0.9 and 2.3 re-
spectively. In Fig. 6, Eq. (6) is compared to the results from the reactive
transport simulations for saturatedflowassuming the sameequilibrium
concentrations and fluid residence times.

The equilibrium fluid residence time is a measureable parameter
that reflects the combined influence of multiple factors, including
mineral surface areas, temperature, mineral solubility, biological pro-
ductivity and hydrologic properties. The τeq is thus likely to vary
widely between lithologies, climates and ecosystems and may be dif-
ficult to estimate a priori, but could be assessed through geochemical
measurements. This equation predicts a similar behavior to that of
Scanlon et al. (2001), although it is applicable over a broader range
of fluid residence times and predicts a maximum concentration that
is dependent on the composition of the system. The reactive transport
simulations included multiple phases and reaction kinetics with a
non-linear dependence on reaction affinity. As a result, Eq. (6) repro-
duces the general profiles but departs from the numerical model near
equilibrium. Overall, this approach captures the evolution of the
solute profile determined by the numerical model without relying
on strictly empirical parameters. Eq. (6) is not a perfect representa-
tion of a multi-component reactive transport system, but it is simple
and relies on measureable parameters and may thus offer a useful
interpretive tool that could be strengthened by further comparisons
to well-studied catchments.

4. Discussion

The reactive transport model approach provides a framework for
understanding how different variables may influence the generation

Fig. 6. Comparison between numerical model and analytical model (Eq. (6)) for Si and
Na assuming equilibrium fluid residence time (τf) and concentrations (ceq) from the
model profiles in Fig. 5.
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of solutes and control chemical fluxes from landscapes. This frame-
work was used to generate a simple model based on scaling argu-
ments that captures the primary variables. An additional utility of a
simple model is that variables can be determined for individual catch-
ments without relying on empirical parameters.

The model analysis suggests that the primary controls on weather-
ing fluxes are the residence time of water in the saturated and unsatu-
rated zones, mineral surface areas and solubilities and the dynamics of
CO2 production and transport. These factors, along with temperature,
control the rate of approach to chemical equilibrium and the final
chemical equilibrium concentration, which in turn determine the
maximum solute flux. The fact that individual catchments show less
variability in concentration than discharge may result from equilibrium
controls (or long fluid residence times such that the maximum solute
concentration is reached before the fluids reach the channel). This is
consistent with a number of studies that have proposed that Si concen-
trations are controlled by metastable amorphous aluminosilicates
(Clow and Mast, 2010; Garrels and Mackenzie, 1967; Stefansson and
Gislason, 2001).

4.1. Importance of catchment residence time distribution

The previous discussion has focused on the evolution of solutes
along a 1-dimensional flow path with no mixing, but in reality catch-
ments are comprised of a distribution of flow paths and fluid residence
times. Given the importance of fluid transit through catchments, con-
siderable effort has been devoted to measuring the mean residence
time (τm) of water. The mean fluid residence time reflects the distribu-
tion of travel times for water between the point of infiltration and the
channel, and is known to influence both the shape of the hydrograph
and the fate and transport of solutes. A number of studies have consid-
ered the relationship between landscape characteristics and mean
residence time, but as of yet no direct scaling relationship has emerged
that is applicable from basin to basin (Tetzlaff et al., 2009).

As a result of the distribution of fluid residence times some waters
in a catchment will have spent enough time in the subsurface to
equilibrate, while others may not have approached equilibrium. The
distribution of fluid residence times is thus important when consider-
ing the application of Eq. (6) to catchments. The distribution of fluid
transit times h(τf) within small catchments (first or second order) is
most commonly described as an exponential function (McGuire and
McDonnell, 2006):

h τf
! "

¼ 1
τf

exp −τf =τm
! "

ð7Þ

However, recent studies have suggested that a gamma distribu-
tion may be a better empirical representation of residence times
(Kirchner et al., 2000; 2001; McGuire et al., 2005):

h τf
! "

¼
τα−1
f

βαΓ αð Þ
exp −τf =β

! "
ð8Þ

In Eqs. (7) and (8) τm is the mean residence time and α is the
shape factor, which influences the shape of the distribution and
extent of tailing. The other factors in the gamma distribution are the
scale factor β(=τm/α) and the gamma function Γ(α) Other
approaches for catchment transit time distributions have included
the sine-wave, piston flow and binomial models. Recent studies
have found that the gamma distribution (with α~0.5) reproduced
the power spectral scaling observed in some catchments better than
the exponential model (Godsey et al., 2010). In addition, a recent com-
parison between transit times measured with either stable isotopes
(δ18O, δD) and/or tritium (3H) suggests that stable isotope approaches
are biased towards shorter mean residence time estimates because
waters older than about 4 years no longer show detectable variation

in δ18O, δD (Stewart et al., 2010). Old ground water components re-
flective of deep storage can be a substantial fraction of the discharge
in headwater catchments, while mean residence times and ground
water components of large rivers are potentially even greater (Rice
and Hornberger, 1998; Scanlon et al., 2001). For example, 60% of
the flow in the Ohio River is groundwater with a mean residence
time of 10 years, while 90% of the flow in the Missouri River is
groundwater with τm of 4 years (Michel, 2004). Most importantly,
the large contributions of groundwater and mean residence times on
the orders of months to years suggests that for many catchments sub-
surface contact time is sufficient for chemical equilibration, in contrast
to other studies which assume chemical equilibrium is unlikely.

The effect of a distribution of fluid residence times on river solute
concentrations is shown in Fig. 7 for both the exponential and gamma
distributions assuming Eq. (6). The fluid residence time required to
reach equilibrium is assumed to be 1 year and the equilibrium con-
centration is 350 μmol/L. Compared to a homogenous flow path, the
concentrations are lower for all distributions because the packets of
fluid with residence times less than 1 year do not equilibrate with
the solids. The lowest concentration occurs for the gamma distribu-
tion with α=0.25 because the distribution is highly skewed towards
shorter residence times and less reaction. The exponential and
gamma distributions with a higher α value more closely approach
the case for a single flow path. Seasonal or event-driven shifts in
fluid residence time may not appreciably affect the concentration of
discharge as long as τm remains greater than τeq. Conversely, if τm is
shorter than τeq waters may show considerable variability in Si and
other weathering derived solutes—heterogeneity in flow paths can
have a substantial impact on concentrations of a reacting solute.
This analysis suggests that the average dimensions and flow routing of
catchments will strongly determine the solute flux from weathering.

The effect of basin size was also observed by Wolock et al. (1997),
where base cation concentrations, acid neutralizing capacity and pH
varied sharply as basin size increased to 3 km2, but showed small to
no variations with additional increases in size. An increase in solute
flux with increasing basin size and/or the transition from mountain-
ous regions to alluvial plains was also observed for both the Ganges
Basin (West et al., 2002) and the Mackenzie River (Lemarchand and
Gaillardet, 2006; Millot et al., 2003). These observations, which are
supported by the model, suggest that the factors controlling solute
fluxes may change with the scale of observation.

Fig. 7.Model predicted Si concentrations for different fluid residence time distributions
(see text for description of models). The exponential and gamma models are equiva-
lent when α=1. Range of mean transit times measured for small basins is summarized
from McGuire and McDonnell (2006) and Stewart et al. (2010) and references therein.
Also shown are mean transit time for the Missouri and Ohio Rivers (Michel, 2004),
Sacramento and Mississippi Rivers (Michel, 1992) and the Danube River (Yurtsever,
1999). Numbers in parenthesis correspond to the measured mean transit time in years.
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4.2. Concentration–discharge relationships of individual catchments

Small changes in the concentration of waters over large changes in
discharge as observed in many catchments (cf. Godsey et al., 2009)
could occur in systems where fluid residence times exceed the time
required to approach equilibrium. “Chemostatic” behavior is thus
attributed here to chemical equilibrium between primary and sec-
ondary phases, and most likely a poorly crystalline precursor phase.
Fig. 8 shows the model fit to the data for six HBN catchments with dif-
ferent discharge–concentration patterns using Eq. (6). Each catch-
ment was fit by varying the ratio of the product of the path length
and the porosity, Lθ (=m) to the equilibrium fluid residence time
(τeq) so that Lθ/τeq (=m/yr) is the actual adjustable parameter
because true equilibrium length scales are not known. Thus, the
ratio of the fluid residence time to the equilibrium fluid residence
time varies with discharge.

As the general relationship between concentration and fluid resi-
dence time does not change appreciably when the distribution of
fluid residence time is considered, a mean flow path length is as-
sumed. For the Type 1 catchments, Sagehen Creek, in the Sierra Neva-
da Mountains (SHCA) and Kahakuloa Stream, Hawaii (KMHI), no
plateau is apparent so the Si concentration at low discharge is as-
sumed to represent the equilibrium concentration (Fig. 8A, B). To fit
Sagehen Creek also required that the initial concentration was elevat-
ed (260 μmol/L). Sagehen Creek is dominated by spring snowmelt and
fracture-controlled perennial springs with residence times on the order
of decades (Rademacher et al., 2005), so the value for the initial concen-
tration may reflect spring input which would not vary with discharge.
For all of the other catchments the initial concentration was zero.

For Type 2 or “chemostatic” catchments, the Lθ/τeq values are
minimum values (Fig. 8C, D). The Type 3 catchments, which show a
chemostatic behavior only at low discharge (Andrews Creek in the

Fig. 8.Model fit to catchment concentration–discharge data for six HBN sites showing fir to type 1 (A, B), type 2 (C, D) and type 3 (E, F) relationships. Discharge data is normalized to
the catchment area reported inMast and Clow (2000). Data points correspond to individual measurements where both concentration and discharge were recorded. The equilibrium
fluid residence time (τeq) for all cases is 0.08 years. (A) Sagehen Creek, CA (SHCA). (B) Kahakuloa Stream, HI (HCID). (C) Elder Creek, CA (ECCA). (D) Hayden Creek, ID (HCID).
(E) Andrews Creek, WA (ACWA). (F) Washington Creek, MI (WCMI). All initial concentrations (C0) were equal to zero in the model, with the exception of Sagehen Creek, CA.
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Cascade Mountains of Washington (ACWA) and Washington Creek in
Michigan (WCMI)), the concentration plateau is assumed to repre-
sent the equilibrium concentration (Fig. 8E, F). In general, the Lθ/τeq
values are greatest for the chemostatic catchments, as expected. The
value of τeq (0.08 years) is likely a minimum value — τeq values for the
Santa Cruz marine chronosequence are closer to 1 to 2 years (Maher
et al., 2009). Lθ also cannot be directly estimated for HBN catchments
because it reflects the combined soil thickness and hillslope length.
Given these uncertainties and the possibility that τeq varies between
catchments, it is difficult to assess whether the predicted Lθ values are
reasonable. Assuming τeq is between 0.08 and 1 year, Lθ values would
range from 0.5 to 12 m to 0.63 to 150 m respectively, values that are
generally consistent with hillslope length scales. A potentially useful
outcome of the model is that if τeq is known, concentration–discharge
data can be used to determine average flow path lengths and porosity.
The ability to describe different types of concentration–discharge pat-
terns also emphasizes the importance of a mixed-equilibrium kinetic
framework for interpreting chemical weathering processes. However,
although the simple model provides a useful approach for describing
different concentration–discharge relationships, it still requires testing
and refinement at sites with well-defined hydrologic systems and de-
tailed compositional data (e.g. knowledge of soil and groundwater
flow paths and water fluxes, primary and secondary mineral distribu-
tions, solute and reaction affinity gradients along flow paths, and dis-
charge–concentration or discharge–reaction affinity relationships for
stream waters). Comparisons between the simple model framework
and detailed catchment-scale reactive transport models (e.g. Godderis
et al., 2009; Violette et al., 2010) may also help to refine the scaling re-
lationships defined here so that they can be applied with more confi-
dence to less monitored catchments, or potentially up-scaled to
describe large rivers.

4.3. Topographic controls on solute fluxes

Topography is known to be an important control on themovement of
water through a basin (Beven, 1987; Tetzlaff et al., 2009) and on solute
fluxes (Millot et al., 2003; Stallard and Edmond, 1983; West et al., 2002;
West et al., 2005; Wolock et al., 1997). The primary role of topography
as considered here is to determine themean fluid residence time relative
to the equilibrium fluid residence time. As basin scale increases, the evo-
lution of catchment geomorphologymay lead to changes in the dynamics
of hydrologic processes. Larger basins favor longerflowpaths, longerfluid
residence times and thus potentially the highest specific solute fluxes.
Erosional processesmay influence both the thickness of soils and the sup-
ply of fresh mineral (Waldbauer and Chamberlain, 2005), which would
influence thefluid residence time and the equilibration time, respectively.
For smaller basins with the same runoff and soil thickness, a larger frac-
tion of theflowpathsmay not allow for equilibrium to be reached, result-
ing in lower fluxes (e.g. Fig. 7). It may not necessarily be the overall size of
the basin, but rather the geometry or “wavelength” of the drainage
network that determines solute fluxes. In any case, the physical and
chemical compositions and length scales of sub-basins within a
catchment are an important control on solute fluxes.

Basin relief will also be an important parameter. As relief increases,
the hydraulic gradient also becomes steeper resulting in shorter fluid
residence times (Beven, 1987; Tetzlaff et al., 2009). If the transit time
through the unsaturated zone is small relative to the overall transit
time of water, the hydraulic conductivity [Kave (m/day)], effective
porosity (ϕeffective) and the hydraulic gradient determine the flow of
water. If the hydraulic gradient approximates the topography, then
the residence time along a flow path can be expressed as a balance
between the hydraulic conductivity, the relief and the length scales:

τc ¼
ϕeffective Δlcð Þ2

KaveΔh
ð9Þ

where Δlc is the distance from recharge to discharge (m) and Δh is the
change in hydraulic head (m) along the flow pathwhich should be pro-
portional to the relief. As the ratio ofϕeffective/Kave is unlikely to vary sub-
stantially, the length scale and hydraulic gradient should be an
important determinant of fluid residence times, along with soil struc-
ture. Topographic control of solute fluxes is probably weakest in areas
where less permeable soils give rise to overland flow because residence
times are effectively shorter. These areas include steep bedrock-
dominated regions where soil production cannot keep pace with ero-
sion, and more subdued deeply weathered lowlands with poor drain-
age. Deeply weathered areas may also have very long equilibrium
fluid residence times, also weakening topographic effects.

High relief also tends to increase the length of valleys, the spacing
between valleys and potentially the area of basins, extending the
length of flow paths (Perron et al., 2008). Longer flow paths would in-
crease solute fluxes for a given runoff as long as overland flow is not
substantial. If longer flow paths are associated with high physical ero-
sion rates, this may in part explain the correlation observed between
weathering fluxes and physical erosion rates (Gaillardet et al., 1999;
Hren et al., 2007; Waldbauer and Chamberlain, 2005). However, if
increasing relief steepens the hydraulic gradient and shortens fluid
residence time, then shorter residence times may result in lower
concentrations. In any case, the characteristic length scale of the
topography is likely to exert a strong control on the solute flux of a
river.

5. Conclusions

The framework presented here suggests that both thermodynamic
and hydrologic properties limit the solute fluxes carried by rivers. The
thermodynamic limit is set by chemical equilibrium, where the max-
imum solute flux occurs when the system reaches equilibrium be-
tween the dominant primary and secondary phases. The hydrologic
limit determines the time available for the fluid to react: the maxi-
mum solute flux occurs when fluid residence times allow for the equi-
librium limit to be maintained. The thermodynamic and hydrologic
scales are connected by the relationship between the equilibrium
concentration and the time required for a system to reach the equilib-
rium concentration.

Evaluating the concentration–discharge patterns of rivers can also
suggest how solute fluxes might respond to changes in climate or to-
pography. In Fig. 9, the model concentrations are converted to fluxes
and compared to the data for two catchments, ECCA (Type 2) and

Fig. 9. Comparison between measured and model Si fluxes as a function of specific dis-
charge (Q) for two catchments from Fig. 8: a chemostatic (type 2) catchment (Elder
Creek, CA) and a catchment with decreasing concentration above a threshold in dis-
charge (type 3) (Andrews Creek, WA). Thick solid line is the best fit for ECCA and
thin dashed lines are the range of model values for ACWA, both model fits are from
Fig. 8. Schematic arrows depict how the weathering flux varies with discharge accord-
ing to the ratio of fluid residence time (τf) to equilibrium fluid residence time (τeq)
resulting in the different types of concentration–discharge behavior. Curves corre-
sponding to variations in Lϕ/τeq for ACWA are shown for reference.
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ACWA (Type 3). The inset diagram suggests how solute fluxes could
change with the evolution of climate and topography. “Chemostatic”
or Type 2 catchments reflect the maximum concentration and thus
solute flux depends on discharge. Unless the equilibrium endpoint
changes, Type 2 catchments can be considered as optimized systems.
In contrast, for Type 1 and 3 systems where residence times are short
(τfbτeq), increasing flow path length would allow waters more time
to react and thus become Type 2 systems. However, as runoff in-
creases, if the length scales of the drainage are not sufficient to main-
tain equilibrium, then concentrations will decrease (e.g. Type 3
behavior). Changes in discharge of 10 to 40% in response to climate
change (IPCC, 2007) may not result in proportional increases in solute
and alkalinity fluxes if the fluid residence times of catchments be-
come too short or the equilibrium endpoints and length scales change
due to temperature/PCO2 effects.

Over geologic timescales, if major rivers of the world all contain
waters reacted to the thermodynamic maximum then the primary
determinant of global solute fluxes is runoff. Alternatively, increasing
the thermodynamic maximum by reducing the water saturation of
soils and increasing subsurface CO2(g) will elevate solute fluxes in ba-
sins with fluid residence times long enough to equilibrate to the new
potential maximum. In contrast, if the waters of major rivers are not
reacted to the full extent, then increasing flow path length will
drive solute fluxes higher as the fluids have more opportunity to
react. Assuming the equilibrium concentrations are fixed, shifts in
global solute fluxes may require that both the length scales and the
runoff of basins increase in tandem, changes that commonly occur
in response to mountain building.
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