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Highlights

Highlights:
o Near-bed turbulence scales negatively with water depth and positively with incident
waves.
o High relief corals generate greater turbulence above the bed under shorter wave periods.
Increasing seabed roughness by 13% results in a 45% increase in energy dissipation per
meter of coral restoration.
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38  Abstract

39 Coral reefs are tive natural¥arriers that protect adjacent coastal communities from
40  hazards such i storm-induced flooding. However, the degradation of coral reefs
41 i rotect against these hazards, making degraded reefs a target
42 en limited field and numerical modelling studies conducted to
43 rease in coral reef roughness, as would occur due to restoration, can
44 ipation for a range of real-world wave and water level conditions. To
45 ge gap, field measurements were collected over adjacent low-roughness

46 and high-roughness reefs off Moloka‘i, Hawai‘i, USA, subjected to the same oceanographic
47  forcing. Those field data to were then used to calibrate and validate OpenFOAM

48  computational fluid dynamical models of the reef. These models were used to explore

49  turbulent kinetic energy dissipation for a range of environmental conditions based on

50 measurements from a suite of existing datasets and values from the literature. In general,
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wave dissipation scales with incident wave conditions, where greater dissipation occurred for
shallow depths and shorter-period waves. This tendency for short-period waves to be more
readily attenuated is supported by wave energy dissipation factors in the range of 0.1 — 5,
which decline with increasing wave period. Near-bed turbulent kinetic energy dissipation also
scales with incident wave conditions, where the greatest difference in dissipation between
low and high relief cases occurs for short wave periods. Turbulence becomes less affected by
bottom roughness as the wave period increases. The results presented here indicate that
increasing the seabed roughness by 13% through coral reef restoration could enhance wave
attenuation and turbulent energy dissipation by 0.5 — 1 order of magnitude, or by 45% per
across-shore meter.

1 Introduction

Along tropical coastlines, coral reef platforms
run-up, overtopping, flooding, and erosion by dissi
reaches the shore (e.g., Gourlay, 1994). Short-peri
wave breaking at the reef crest, whereas both
bottom friction across the reef flat (Pomerg

ct against hazards such as wave
incident wave energy before |
otions are largely d|55|pa
eriod waves are dissipa

reefs provide a higher capacity for
(Ferrario et al., 2014). From these
in the hundreds of billions of dollar
However, despite their high
estimated 75% of the w
climate change and a
concern regarding the capa

communities (e.g.,
Indo-Pacific and Red Sea in the ecome widespread, with thousands of
projects now completed worl 12). However, a review by Fabian et al.

(2013) of reef restoration pgoj ast majority (90%) of restorations were
designed specifically for cora /el ad of coastal defense, and found little
quantitative information on the €@astal defense benefits of restoration projects because this
aspect was rarely pecific information regarding both ecological and
engineering aspects 0 al restoration for coastal defense, such as the restoration location,

height, and m roughness, are still poorly understood (Ferrario et al., 2014).

r fore reef and reef flat due to enhanced wave breaking and frictional
. However, this study only provides a large-scale perspective on coral
restoration, as th ydrodynamic models were phase-averaged. Phase-averaged wave
models simulate the stochastic properties of sea waves, utilizing empirical formulations to
parameterize non-linear physics, and can only resolve slowly varying surf zone processes
such as wave set-up and mean wave-driven currents. In contrast, phase-resolving models (i.e.,
those that resolve wave motions at time-scales shorter than individual waves) are designed to
provide a more complete representation of non-linear physics, including wave breaking,
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shoaling, and turbulent energy dissipation. The drag induced by coral colonies reduces near-
bed wave-orbital velocities, inducing turbulence that has important implications for
biological and physical processes (e.g., feeding, larval dispersal, sediment transport, and
wave dissipation). Although the topic of turbulence in coral reefs is generally well-
understood (see a recent review by Davis et al. 2021), modelling at this scale for the purpose
of coral reef restoration is not. Hence, a primary objective of this study is to investigate this
interplay between bottom roughness, wave conditions, and energy dissipation for low- and
high-roughness scenarios representing pre- and post-restoration conditions to understand the
role of coral reef restoration in coastal protection.

Here, we study this relationship using a computational fluid dynamics (CFD)
numerical model forced with a range of observed environmental conditions (water depths,
wave heights, and wave periods) found across coral reef flats worldwide. The purpose of this
study is to understand: (1) the transformation of wave heights across the reef; (2) the spatial
distribution of turbulence near the seabed; (3) how ¢ es in physical roughness affect wave
and turbulent energy dissipation; and (4) how ener ation scales with incident
conditions.

In the following sections, we first revie
environment. We then describe the field e
model, model calibration and validation, a alysis methodologies. T
modeling results are described in Section 4, a Section ErrorI Ref

Coastal flooding
sufficiently damp

energy is not
., 2011; Quataert et
adjacent to degraded

ats (Harris et al., 2018b). Over coral reefs, the
ave energy is dissipated on the reef crest (Lowe et al.,
atios smaller than y pass the reef crest onto the reef flat.

1)

where F; is the wave energy flux in the cross-shore direction x, &, ; is wave dissipation due to
wave breaking, & ; is dissipation due to bottom friction, and the subscript j indicates the j-th
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frequency component of a spectral wave distribution. F;j at any across-shore location is given
by: F; = E;C,, ;, where E;j is the total (potential and kinetic) wave energy and Cj ; is the group
velocity per linear wave theory The total wave energy flux F can be assessed through
trapezoidal integration of Eq. (1) across all frequencies. In this paper, we consider waves
propagating across bottom roughness at a relatively constant depth that is below the breaking
threshold and so dissipation due to breaking can be neglected. Hence, Eq. (1) simplifies to:

oF,

1
B =& = _pre,jub,rub,jz (2

where f, ; is the energy dissipation factor (discussed below), u, - is a representative near-
bottom wave orbital velocity, given by

and u,, ; is the velocity corresponding to the J<fiifrequency component (@ ow
up, ; is estimated from the water su vatio ctrum (S, ;) using

( , and the wave
| wave energy

y differ by a phase shift between
oth factors are compared, they exhibit
umed equal (Gon et al., 2020; Nielsen,
with energy dissipation, we WI|| refer to the

but can be as large efs, with high rugosity (Lentz et al., 2016 Lowe et al.,
2005; Monismith et . ing Lowe et al. (2005), fe can be related to the ratio of
the bed rou [

fe = exp (5)

where 4, = u, . T/2m, and the coefficients a1, az, and as are empirically derived (e.g.,
Madsen et al., 1988; Nielsen, 1992; Swart, 1974). Here, we use the values provided by
Nielsen (1992) for fully developed, rough turbulent flow: a; = 5.5, a» = 0.2, and a3z = —6.3.
Although it is possible to estimate the bottom roughness from hydraulics if both f, and 4,, are
known, here we specify k,, = 40, following Lowe et al. (2005), where g, is the standard
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deviation of a measured bathymetric profile. Values of k,,, o,., and rugosity are all commonly
used measures of physical roughness in coral reef experiments (e.g., Duvall et al. 2019). Per
Eqg. (5), f. is directly proportional to k,, and is inversely proportional to A, so increases in
k,, results in greater f, at constant T, and increases in T results in lower f, at constant k,,.
Here, we will use Eq. (5) to contextualize the modeling results and demonstrate the
relationship of wave energy dissipation for two types of bottom roughness by varying wave
characteristics with numerical modeling.

3 Methods
3.1 Experimental design

An experiment was designed to obtain detailed bathymetric and hydrodynamic
measurements on a fringing reef flat. A field study location was chosen to obtain
measurements where the reef varied in roughness in sh water (1 — 2 m). Structure-from-
Motion (SfM) techniques were used to obtain bathy ¢ data that was sufficiently detailed
to justify the application of a CFD numerical mod hydrodynamic measureme

validated. These models were then used to t
these conditions.

3.2 Study area

the reef crest that is ap
waves break, is relati

hydrodynamics of t ef off Waiakane, Moloka‘i. A large-scale SfM survey of the reef
covering approximately®800 m in the across-shore direction and 1000 m in the along-shore

direction fro i the reef crest was conducted using an Unmanned Aerial
System . t path was designed in a ‘lawn mower’ pattern to allow the
camera se r each section of the reef multiple times, which ensured accurate

overlap in the along and across-shore directions. Prior to conducting
the survey, groungcontrol points were deployed along the beach and within the reef, then
were surveyed in with real-time kinematic GPS to accurately georeference the UAS imagery.
The aircraft was flown during the early morning to reduce glare hotspots produced by a high
sun angle.
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3.3.2 Fine-scale Structure-from-Motion
On the reef flat, two study sites were selected (~640 m from the shoreline and ~20 m
apart in the alongshore direction) that represented “low” and “high” coral roughness
(hereafter, “Low Relief” and “High Relief”; Figure 1d—€). To characterize the roughness at
each site, an approximately 12-m diameter area was digitized to sub-centimeter scale using
underwater SfM photogrammetry. To ensure sufficient coverage of each site, a method
similar to Pizarro et al., (2017) was used: a swimmer photographs a circular area by spooling
a line out and around from a central mooring point, allowing for consistent coverage of the
survey site. For this experiment, a 1.2-m vertical pole for mooring with a 12-cm cylinder and
a 6-m length of line was used. To provide scale for the images, 15 scale bars were distributed
throughout the sample area; each ruler also had two targets (one at either end of the ruler at
known distance), which were used as control points for the digital model. Three sweeps of
the area were conducted for each S|te W|th the camera pasitioned at three different angles to

point clouds were geneg
To create an i
and fine-scale pQig pare. The aim was
amics before reaching
ince the fine-scale point clouds
anually rotated and positioned

ent, a circle witha 12 m

es for the numerical models. The fine-scale patch areas of
iles correspond to a rugosity index of 1.08 for the Low Relief and
The rugosity index was calculated as the sum of the Euclidean

0.14 for the High Relief site, corresponding to values of k,, = 0.36
and 0.58, respectiely. The implications of these roughness scales, relative to the modeled
conditions, are discussed in Section 4.

3.4 Field Measurements
The hydrodynamic climate of the reef flat was quantified with two RBR D|Wave tide
and wave sensors that were deployed across the reef flat and spaced 55 m apart. Two
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instrumented frames were also deployed directly above the Low and High Relief sites on the
reef flat (Figure 1c). Pressure measurements were recorded with the RBRs continuously at 2
Hz for 34 min every hour (n = 4,096 samples). With this arrangement, the offshore RBR1
measured incident conditions on the reef flat and the onshore RBR2 provided a local
reference for conditions measured at the instrumented frames. Both frames were identical in
design and instrumentation, which consisted of a downward-looking high-resolution 2-MHz
Nortek Aquadopp acoustic Doppler current profiler (ADCP) that logged current velocities
and pressure at 4 Hz for 34 min every hour (n = 8,193 samples). Measurements were
collected with the pressure transducers and ADCPs for two days between 24 and 26 June
2018, which is the calibration period of the numerical models. The instrument data were post-
processed for quality control following the routine outlined in Montgomery et al. (2008).

3.5 Field data analysis
The following parameters were calculated fro
information necessary to calibrate and validate the

instrument data to provide the
ical models (Section 3.6).

3.5.1 Wave height and period

For each RBR and ADCP burst, b
from the pressure data. Power spectra wer d from pressure time serigs
Welch’s method (MATLAB, MathWorks IncyyWwhere smaller Hamming-wi
segments with 50% overlap were 0 yie ectra with 32 equiv
freedom. Sea surface elevation spe t

wave theory. The significa ve h s was computed as;

(6)

the second moments (= [ f
Sherwood, 2008).

3.5.2 Mean and osc
Tim velocities were computed for every ADCP profile bin from

(Ec) and ver each burst. Following Luhar et al., (2013), the mean

velocity sse as the average of all individual samples (E;j and N;j) in the burst, e.g.,

E. :%z E;. ©)

The mean velocities were then subtracted from the time record to calculate root-mean-
squared oscillatory velocities, e.g.,

ory velocities
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N
1 2
Ew,rms = NZ(E] - Ec) . (8)
=1

The total mean horizontal velocity, |U.| = \/EZ + N2, and RMS oscillatory horizontal
velocity. |Uw,rms| = JEZ rms + N2 ms Were computed for each profile bin over each burst.

3.5.3 The dissipation rate of turbulence

Estimates of the turbulent kinetic energy (TKE) dissipation rate, &, were computed
from each burst of ADCP velocity measurements (n = 8,193 samples) using the structure
function method of Wiles et al., (2006). In brief, this od uses differenced adjacent along-
beam locations (“bins”) up to a number of lags (“bi ances”) along a profile of vertj
velocities. This differencing technique has been s effective at filtering out la
i associated with inggtial-

the TKE dissipation rate, time series of v
differences along the profile were compute
profile of TKE dissipation rate esti s up to
Section 3.6.3, we compare observe

simulated values to validate the num

3.6 Numerical Mo
3.6.1 Model Desc
In this study, nu
(OpenFOAM M is an open-source C
mechanics pfe . 3 everal applications to p

ed AM version-1912
pack or solving continuous
and post-process model test
exMesh), setting field values,

equations:

VU =0 )

dpU i

TS . . —Vp*—g-XVp+ VU Vs + ork Va (10)
where the bo a vector field, g the acceleration of gravity, X the position
vector, field in Cartesian coordinates, p is the fluid density, p” is a modified
pressure ad oving hydrostatic pressure— (e.g., pg - X) from the total pressure, o

the surface ten coefficient (= 0.07 kg/s?), k. the interface curvature, a the fluid phase
fraction, and u, ¢ the effective dynamic viscosity. The u. ¢ was calculated as perr = ue + u,
with u, the dynamic turbulence viscosity estimated with the turbulence model (k — ¢;
described below).

The volume of fluid method (Hirt & Nichols, 1981) represents the phase fraction «
within each cell of the model domain such that a = 0 corresponds to the air phase, a = 1 the
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water phase, and a = 0.5 the free surface. In the model, the phase fraction is governed by the
advection equation under the given velocity field U:

]
a—C;+V-Ua+V-(UTa(1—a))=0 (11)

where Ur is the compression velocity, a term that is only active in the free surface region due
to the term a(1 — a). The advection and sharpness of the free surface is controlled by the
MULES (“Multi-Dimensional Limiter for Explicit Solution”) algorithm to improve interface
accuracy. Our models used the PIMPLE algorithm to iteratively solve the momentum and
continuity equations. The adaptive time step was controlled by a maximum Courant condition
maxCo (C, = At|U|/Ax, where At is the time step, |U] is the velocity magnitude through a
cell, and Ax is the cell size in the direction of the velocii), and a maximum interface Courant
number maxAlphaCo. In this study, all simulations carried out by setting maxCo and
maxAlphaCo to 0.2.

To simulate waves, a special set of bou

simulate realistic waves according
and V, cnoidal, and irregular (rando
Turbulence was modele

etal., 2017). Hence, the
Larsen & Fuhrpg

onsidered, but early
ice of closure scheme on the
esired model outputs, the k —

defined in a longshore uniform, two-
(x z), with x pomtlng shoreward, z pointing

and 6.5 m high, wi tion of 0.25 m. Model domains intersected the middle
of each fine-scale pat include the point where the ADCPs were deployed. The water
depth in the gakibrati els (Section 3.5.1) was set to 1.2 m to match the average field

condition, at ingyhe calibration phase. The bathymetry was ‘snapped’ to the

conditions, respectively, with walls set as empty (non-computational) boundaries. At the
model inlet, outlet, and along the bed, the fixedFluxPressure boundary condition was applied
to the pressure (hydrostatic pressure) field to adjust the pressure gradient so that the boundary
flux matched the velocity boundary condition. Turbulence parameters (k, €) used respective
wall functions to model boundary layer effects near the bathymetry. Time-averaged values of
the dimensionless wall distance z* ranged from 35 to 120 for the calibration models, where
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30 < z" < 300 defines the log-law layer where wall functions are applicable. To minimize
numerical dissipation in the models, a second-order unbounded numerical scheme was used
for gradients, second-order bounded central differencing schemes for divergence, and an
unbounded second-order limited scheme was used for the Laplacian surface normal gradients.
Wave boundary conditions were handled by IHFOAM.

For the calibration cases, an irregular wave field was supplied to the models by
discretizing the surface pressure spectrum from RBR1 into 47 wave components (i), each
defined by a wave height (Hi) wave period (Ti), wave phase (y;), and wave direction (£3;)
between 0.04 and 0.3 Hz. We specifically chose to focus on sea-swell, rather than
infragravity waves, for the numerical models due to the necessity of running several
computationally expensive models over multiple wave cycles to establish quasi-steady
conditions for sampling. Since the infragravity waves were much smaller than sea-swell
waves during the calibration period of the models (Figurgy?), this was a reasonable
assumption. For simplicity, it was assumed based on ield measurements that all waves

The simulations were run for about 15
spin-up period (rampTime) to allow flow co

patch of the model domains. Data &
run (i.e., after a quasi-steady state

surface spectra, the me
and € measured 3

W,rms) velocities,
Iment (i.e., Figure
ing the bias and scatter

were developed, each varying tk finement from very coarse at Level 1
Level 5 (Ax = 0.01 m) (Appendix A).

calibration models (which use@ id cell refinement) produced grid-cell-size-
independent soluti i he grid refinement models were also assessed according
to the total wave en issipation @Stimated from the instrument data during the calibration
at Level 4 refinement (Ax = 0.015 m) was best suited for the
tions (Appendix A).

, es of models were developed for both the Low and High Relief
across the fine-scale patches under a range of conditions found in
tems. A literature review of 12 studies and former USGS field
deployments (T 1) was used to generate combinations of observed hydrodynamic
conditions. Four water depths (h =1, 2, 3, 4 m), five significant wave heights (Hs = 0.4, 0.8,
1.2, 1.6, 2 m), and five peak wave periods (T, =4, 8, 12, 16, 20 s) were selected to span the
range of recorded conditions. Combinations of conditions that were physically unreasonable,
i.e., those with excessive wave steepness (Hy/A > 0.142) or those above the theoretical
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breaking limit (y > 0.78) were eliminated, resulting in 70 cases per domain and thus 140 total
cases. A summary of the model scenarios is provided in Table 2.

The scenario models were set up by varying the vertical position of the bathymetry to
create domains with four different water depths. Different wave generation theories according
to Le Méhaute (1967) for each combination of h, Hs, and Tp were applied at the inlet
boundary to drive wave flows through the model domains. Each model was executed for a
total time of 2*Tp + 10*T, to generate two wave cycles during spin-up followed by 10 wave
cycles that were used for subsequent data analysis. To improve runtime efficiency, three
models were run simultaneously on six distributed parallel processors on the same 18-core
CPU. Execution times varied by model scenario and ranged from approximately 12 to 160
hours.

3.6.4 Model data analysis

Data derived from the numerical simulations
data. Estimates of Hs were calculated with Eq. (6)
elevation at select locations within each model
inlet to provide incident conditions (Hso), an

processed similarly to the field
etizing time series of water

were binned into 100 points along
we chose to normalize the modeled

with the spatial chang
total mean &, ang
(Eg.5)toe
energy disS

4  Results
4.1 An overvie

conditions (h=2m, Hs = 0.8 & d in Figure 4 demonstrate the

g athymetry. Maximum velocities occur
atesacross the model domains. Unlike the Low Relief
case in Figure 4a, the wave creStiR the High Relief case appears to shoal as it propagates
through the model,4uhich could b&@mdicative of greater energy dissipation over rougher
bathymetry. As the crests propagate, small zones of enhanced mean flow form above
the bed (den oxes in Figure 4) which are followed by circular eddies that form
after the wav . These eddies are the manifestation of turbulent energy
dissipati

4.2 Wave att@guation and dissipation

As waves agate across the model domain, wave height attenuation and energy
dissipation (0F /dx) occur as near-bed turbulence strips energy from the flow field. For the
Low Relief cases, wave height attenuation is greatest (smaller ratios of (H)/Hg,) under
conditions with lower h and shorter T, (Figure 5). The High Relief cases present a similar
pattern, except with greater attenuation than the Low Relief cases at the same h and Ty. For
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the models with greater depth (h = 3 — 4 m), wave height attenuation becomes relatively
constant between T, = 12 — 20 s.

The patterns of dF /dx mirror those observed in the wave height and energy
attenuation, with the greatest dissipation occurring under short T, for either the Low or High
Relief cases (Figure 6). The greatest difference between the Low and High Relief cases
occurs under shallower (h = 1 — 2 m) conditions but become similar for the deeper (h=3 -4
m) conditions. The tendency for wave dissipation to increase overall with increasing h may
have to do with the greater transmittance of wave energy across the models as the water depth
increases.

It is important to note that, as the wavelength, 4, differs between the model scenarios
presented here (for example, a wave of Hs =0.4 m at Tp =4 sin h =2 m of water has 4 ~ 13
m, whereas a similar wave of Hs = 0.4 mat Tp = 20 s in h = 2 m of water has A ~ 76 m), the
averaging width of the fine-scale patch area (12 m) mayiet capture all changes in relative
wave height. A simple explanation for why (H,)/H, roaches 1 for both the Low and
High Relief cases could therefore be related to spat aging over increasingly lon
However, there is also a physical explanation f which is discussed in Sect
4.5. In the next section, we investigate the ical scale of nea

turbulence for a subset of the models.
0.4 m, and Tp =4 —20,5) -
in Fi 8 e Low and
iti i Hi elief
i [ ceeding 1072

7a—d) AIn both cases, this

4.3 Depth profiles of model results
Results from 20 model runs ‘

time mean turbulence and wave vel@

High Relief sites, respective

models (Figure 8a—d) pra@t
m?/s®) than the Low R g
peak turbulence occursim o)

Relief models,
the logarithmi

ure 7e—h) resemble
the High Relief cases

demonstra ve velocities, with the formation
of two wave he top of the roughness, and
smaller closer tO re 8f fortheh=2m, Tp=20s
model. Considering ized TKE dissipation (£)/(U,,*) (Figures 7i-
and 8i—l), normalized turbulence m cases and reaches a maximum
value under Tp = 12 s but do Ily under longer wave periods. Although
normalized turbulence is alg models, these cases do not follow the same
consistent pattern above the a5 the deeper water cases. This irregularity may
be because the long period wa Tp =12 — 20 s) are so damped by the shallow water that

each mo 10 is presented in Figure 9. Consistent with Figures 7 and 8, greater energy
ither Low or High Relief cases under greater y (recalling y = Hs/h) at

periods. For Lo lief cases, there is a greater spread in dissipation between shorter and
longer periods, and normalized dissipation values for the T, = 16 — 20 s approach that of the
High Relief cases. For High Relief cases, there is less spread between shorter and longer
periods, with shorter periods exhibiting greater dissipation compared to Low Relief cases.
This pattern is more evident in Figure 10, which indicates there is nearly one order of
magnitude difference between the Low and High Relief cases for shorter wave periods (T, =
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4 —8s; Welch’s t-test, t = 6.6 — 7.5, df = 13 — 14, p < 0.001). However, this difference
becomes less significant with increasing wave period (Tp =12 -16s;t=25-2.8,df =14 -
21, p <0.01), until at higher wave periods the difference is no longer significant (Tp=20s; t
= 1.5, df =12, p > 0.05), and several Low Relief cases equal or exceed the corresponding
High Relief cases. In summary, energy dissipation at the bed is greatest for shorter period
waves over rough surfaces, but this difference diminishes as the wave period increases until
dissipation is nearly equivalent, regardless of the bottom roughness.

To determine which of the forcing conditions (h, Hs, or Tp) had the greatest effect on ¢,
data from all Low and High Relief cases were regressed using a stepwise multiple linear
regression model. For the Low Relief models, all three variables contribute to dissipation,
collectively explaining 46% of the variance in € (RMSE =0.75; F = 16.4; p < 0.01). Hs the
most significant predictor in the response in turbulence (p < 0.01), and h the least (p = 0.03).
For the High Relief models, only the significant wave height (Hs) and wave period (Tp) can
explain 53% of the variance in ¢ (RMSE = 0.70; F = ; p <0.01), again with Hs as the
most important predictor in the response in turbul ummary, € decreased With
increasing water depth and increased with incr

4.5 Wave energy dissipation fa

The tendency for shofte i i [ OVergkeater
bottom roughness (param i disSipation
increasing Ap
at constant kw (Figure ¥ an the Low

Relief cases, o-- 3

cases. Nielsen’s (1992)
.58 for Low and High Relief cases,
11). Despite some scatter, the Low Relief

conversion of wave mome curs at a faster rate over rougher surfaces.
The discrepancy between t e

5

similar to the ibed in Lentz et al. (2016) (o, = 0.13 in their study), whereas our Low
Relief site (o, = 09) is similar to the rough-reef case (o, = 0.07) described in Jaramillo &
Pawlak (2011). Similarly, the calculated values of energy dissipation factors are well in the
range of observed values from hydrodynamically smooth, low relief reefs (e.g., fe = 0.09;
Cheriton et al. 2016) to hydrodynamically rough, high relief reefs (e.g., fe = 5; Lentz et al.
2016), with the largest energy dissipation values associated with the smallest wave periods.
Lowe et al. (2005) determined that when the wave-orbital excursion length is equivalent to
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the physical roughness length, wave motions inside the roughness are greatest and therefore
wave energy dissipation is maximized. In our model results, this situation occurs in the
shorter wave period cases (Figures 5, 6 and 11; T, =4 — 8 s). As the wave-orbital excursion
length increases relative to the roughness, wave motions inside the roughness decline,
resulting in lower wave energy dissipation (Figures 5, 6 and 11; Tp = 16 — 20 s).

The trend of decreasing wave height attenuation and energy dissipation at greater wave
periods (Figures 5 and 6) appears to contrast the patterns in Figures 7 and 8, where greater
bulk mean wave velocities correspond with longer wave periods and greater bulk mean TKE
dissipation rates. To reiterate, these latter bulk mean values were assessed across the fine-
scale patch area in each model domain, whereas the wave energy dissipation was assessed
from the model inlet across the fine-scale patch. Re-evaluating the wave energy dissipation
across only the patch indicates that the bulk mean TKE dissipation accounts for up to 41% of
the total wave energy dissipation. Based on studies of frigiional dissipation over coral reefs
(Huang et al., 2012; Sous et al., 2020), it is expected the dissipation of wave energy
assessed via linear wave theory should be roughly ent to the TKE dissipation f
friction-dominated environments. This discrep
may not precisely represent energy losses ne

scale of bottom roughness al. 2005), and instea
ave veIOCIty

ownsampling the
ic effects at the scale of
umes the bed is impermeable,

e turbulent boundary layers, this

when considered in 3D but th : i incipals should remain similar to 2DV
cases. Still, studies of the if :
merical models are uncommon owing to the large
h simulations. Despite these limitations, the results
presented in the pre aper reprodirce similar patterns of wave and turbulent energy
dissipation as found in ral coral reefs.
ings in the context of coral restoration for coastal hazard risk
ould be achieved by increasing bed roughness (outplanting
allow depths (1 — 2 m) in environments dominated by waves with
). Our results suggest that increasing the bed roughness by 13% from
a rugosity of 1. e Low Relief case) to 1.24 (the High Relief case) could enhance the rate
of wave attenuation and increase turbulent energy dissipation at the bed by 0.5 to 1.0 order of
magnitude (Figure 10). This change in bottom roughness would translate to a 45% increase in
energy dissipation per meter (across-shore) of a restored reef.

In a recent study, Roelvink et al. (2021) determined the optimal across-shore location for
a coral reef restoration to mitigate coastal flooding is the upper fore reef or middle reef flat.
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In their effort, the authors found that wave breaking on upper fore reef was the primary factor
in reducing wave energy and coastal flooding. For the reef flat, where wave heights had
already been diminished due to breaking at the reef crest, waves could be further dissipated
through increases in bottom roughness via coral restoration. The results of the present study
add a new dimensionality to this assessment, indicating that wave and turbulent energy
dissipation is strongly controlled by incident wave height, period, and coral reef roughness. In
terms of coral species, both Ghiasian et al. (2020) and Roelvink et al. (2021) suggest that
restoration approaches consider fostering fast-growing corals such as Acropora palmata or A.
cervicornis to rapidly increase bottom roughness and reduce wave heights over the reef. In
particular, Ghiasian et al. (2020) found a 10% reduction in wave height, and a 14% reduction
in wave energy, using models of A. cervicornis to simulate reef restoration. However, the
selection of a specific species alone may not be enough to guarantee sufficient dissipation,
particularly for reef systems where longer (in particular, igfragravity) wave periods dominate.
Further modeling of reef restorations under wave cli s with longer periods is needed to
determine the appropriate coral density to improv dissipation for these cases.

6 Conclusions

e Wave attenuation and energy dissi

conditions, where greater attenuati

shorter periods in shallower water

e Near-bed turbulence scales
wave conditions.

Relative to low reI|

S sity index
periods (Tp =4
roughness as

estorations are most valuable in
waves (Tp=4-125).
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Table 1: Aggregation of literature and field observation values for hydrodynamic conditions
over reef flats from coral reefs worldwide.

Reference Location h (min) max Hs (min) max Tp (Min) max
Hardy etal., John Brewer

(1990) Reef, Australia i 0.2)13 (0.5 26
Sulaiman et  Sanur Beach,

al., (1994) Bali (0)0.5 (0.15) 0.3 (3)4.5
Brander et Warraber Island, (0.4) 2.0 (0.1)0.5 (1.3) 8.0

al., (2004) Australia

Lowe etal., Kaneohe Bay,
(2005) Hawai‘i (0.4) (0.1)0.7 (6.0) 14.0
Lentz et al.,
(2015) Red Sea 0)1.2 (4.0) 8.
. Roi-Namur
Cheriton et -1, Marsha (0.3)0.5

al., (2016) Islands

Beetham et Funafuti

al., (2016)  Tuvalu (0.5)1.8

Harris et al.,

(2018D) (0.1) 3.6 0.1) .0) 18.0

Pomeroy e

al., (2019) (1.2) (0.1).0. (10.9) 18.3
1.6 (0)0.8 (12.0) 18.0

Cheriton s

Storlazzi (0.7 (0)05 (4.0) 16.0

(2021)

Rosenberger,

Cheriton &

Storlazzi (2.5) 3.6 (0.3)15 (8.3) 17.0

(2021)

868
869
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Figure 1: Morphologyaef the study area off Moloka‘i, Hawai‘i, and the location of instruments
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instrument rientation of cross-sections used in numerical models. (d — e)

“HR” the High Relief site instrument, and “ADCP” the Nortek Aquadopps.
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Figure 3: Comparison of field measurements to numerical model results during the calibration
period. Depth profiles of (a) cross-shore root-mean-squared wave velocity, Uw,ms. (b) vertical
root-mean squared wave velocity, Ww,ms. and (c) TKE dissipation rate, ¢, comparing
observations (symbols) to model results (lines). Linear regressions between observations and
model results, with goodness-of-fit (R?), scatter (Sc), and bias (B) indices for (d) cross-shore
root-mean-squared wave velocity, Uw,ms. (€) vertical root-mean squared wave velocity, Wuw,rms.
and (f) TKE dissipation rate, ¢,. For all subplots, blue is the Low Relief case and red the High
Relief case. Note the field data are well represented by the models.
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Figure 10: Normalized turbulence for all Low and High Relief scenarios. Colors and
symbols indicate the different wave periods (T, = 4 — 20 s). The thick diagonal line is unity.
Points that lie below the line indicate greater turbulence across the High Relief patch,
whereas points that lie above the line indicate greater turbulence across the Low Relief
patch. There is nearly one order of magnitude difference between the Low and High Relief
cases for shorter wave periods, but this difference becomes less significant with increasing
wave period.
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Figure A.2: (a) A comparison of wave energy flux (F) and (b) wave energy dissipation (D)
between the upstream RBR1 and the ADCP at the High Relief site during the model
calibration period on 25 June 2018.
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888
889
890
891
892
893
894
895
896
897
898
899
900
901
902
903
904
905
906
907
908
909
910
911
912

Nomenclature

Ap wave orbital excursion.
a wave amplitude.

Cy wave group velocity.

Co Courant number.

E total wave energy.

F wave energy flux.

fe wave energy dissipation factor.

g gravitational constant (= 9.81 m/s2
wave height.

Hs significant wave height.

Hso  incident significant wave he

h water depth.

j the j-th freque : pectrum.

k wavenumber. \

Sy water surface elevation

t time.
T wave period.
To peak wave

Tm

T,

Ub orbital velocity
U

Uc urrent) velocity

Uw  oscillatory (wave) velocity.
X across-shore distance.
wall distance function.




913
914
915
916
917
918
919
920
921
922
923
924
925
926
927
928
929
930
931

932
933
934
935
936
937
938
939
940
941
942
943
944
945
946
947
948
949
950
951
952
953
954

o fluid phase term (air: « = 0; water: o = 1).
wave direction.

Af spectral bandwidth.

Ax model cell size in the direction of the velocity.

€ turbulent kinetic energy dissipation rate.

&b wave dissipation due to breaking.

&b wave dissipation due to bottom friction.

y critical wave breaking parameter.
K, interface curvature (of the free surface).
A wavelength.

uett effective dynamic viscosity.

1) wave radian frequency.
p water density (= 1025 kg/m®).
wave phase.

oy the standard deviation of a tric p

surface tension coefficient (=

dependent if the difference
the grid. For the calibration

atch area of the model domain. During
‘ cell® in the background mesh that intersect with the
s along this boundary and several layers of cells are

containing the free surface
meshing, snappyHexMesh

ted roughly ten wave cycles. Models were sampled using a volume
containing only the*fine-scale patch area of the mesh. Profiles of the mean velocity
magnitude |U| were computed by averaging over the patch width and in time. In Figure A.1,
the depth profiles of |U| converge at Level 3 refinement and above, indicating grid-size
independent results.

In addition, the grid refinement models were also calibrated with the total observed wave
energy dissipation during a subsection of the calibration window when waves were relatively
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980
981
982
983
984
985
986
987
988
989

large. With this analysis, it was assumed that all energy dissipation within the fine-scale patch
area of the model domain was due to bottom friction, and hence was equivalent to the wave
energy dissipation (Eq. 2). The wave energy flux and dissipation were calculated between the
RBR1 pressure transducer and the High Relief site ADCP. The mean wave energy flux and
dissipation were computed from time-synchronized pressure measurements using a
windowed time series with 300 s segments using a 30% overlap between segments over each
burst. The total wave energy dissipation rate, hereafter D, is estimated from the spatial
gradient of the measured wave energy flux F using a modified form of Eq. (2) (e.g., Huang et
al. 2012),

AF

b= " Ax-cos@ (A1)

where Ax is the distance between two adjacent measu
of the wave propagation relative to the line interse
energy flux in each frequency band j can be exp

ent sites (= 55 m) and @ is the angle
e two instruments. The wav

1 2
by =5pga;°Cy,

where p is the water density (= 10
Cy, the wave group velocity. Follo

(A.3)

d from the linear
. The total energy flux F

.5 patch-widths and 154.3 per ten waves yields mean energy
dissipatign va ,and 1.11 W/m?2. Based on this exercise, the level 4 model
most clos the observed wave energy dissipation and hence was chosen as the
scale for the ariosgodels (Section 3.6.3).
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