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degraded reefs a target for restoration. There have been limited field and numerical
modelling studies conducted to understand how an increase in coral reef roughness,
as would occur due to restoration, can affect wave energy dissipation for a range of
real-world wave and water level conditions. To address this knowledge gap, field
measurements were collected over adjacent low-roughness and high-roughness reefs
off Molokaʻi, Hawaiʻi, USA, subjected to the same oceanographic forcing. Those field
data to were then used to calibrate and validate OpenFOAM computational fluid
dynamical models of the reef. These models were used to explore turbulent kinetic
energy dissipation for a range of environmental conditions based on measurements
from a suite of existing datasets and values from the literature. In general, wave
dissipation scales with incident wave conditions, where greater dissipation occurred for
shallow depths and shorter-period waves. This tendency for short-period waves to be
more readily attenuated is supported by wave energy dissipation factors in the range of
0.1 – 5, which decline with increasing wave period. Near-bed turbulent kinetic energy
dissipation also scales with incident wave conditions, where the greatest difference in
dissipation between low and high relief cases occurs for short wave periods.
Turbulence becomes less affected by bottom roughness as the wave period increases.
The results presented here indicate that increasing the seabed roughness by 13%
through coral reef restoration could enhance wave attenuation and turbulent energy
dissipation by 0.5 – 1 order of magnitude, or by 45% per across-shore meter.
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Highlights: 

 Near-bed turbulence scales negatively with water depth and positively with incident 

waves.  

 High relief corals generate greater turbulence above the bed under shorter wave periods.  

 Increasing seabed roughness by 13% results in a 45% increase in energy dissipation per 

meter of coral restoration.  
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 37 

Abstract 38 
Coral reefs are effective natural barriers that protect adjacent coastal communities from 39 

hazards such as erosion and storm-induced flooding. However, the degradation of coral reefs 40 

compromises their efficacy to protect against these hazards, making degraded reefs a target 41 

for restoration. There have been limited field and numerical modelling studies conducted to 42 

understand how an increase in coral reef roughness, as would occur due to restoration, can 43 

affect wave energy dissipation for a range of real-world wave and water level conditions. To 44 

address this knowledge gap, field measurements were collected over adjacent low-roughness 45 

and high-roughness reefs off Molokaʻi, Hawaiʻi, USA, subjected to the same oceanographic 46 

forcing. Those field data to were then used to calibrate and validate OpenFOAM 47 

computational fluid dynamical models of the reef. These models were used to explore 48 

turbulent kinetic energy dissipation for a range of environmental conditions based on 49 

measurements from a suite of existing datasets and values from the literature. In general, 50 
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wave dissipation scales with incident wave conditions, where greater dissipation occurred for 51 

shallow depths and shorter-period waves. This tendency for short-period waves to be more 52 

readily attenuated is supported by wave energy dissipation factors in the range of 0.1 – 5, 53 

which decline with increasing wave period. Near-bed turbulent kinetic energy dissipation also 54 

scales with incident wave conditions, where the greatest difference in dissipation between 55 

low and high relief cases occurs for short wave periods. Turbulence becomes less affected by 56 

bottom roughness as the wave period increases. The results presented here indicate that 57 

increasing the seabed roughness by 13% through coral reef restoration could enhance wave 58 

attenuation and turbulent energy dissipation by 0.5 – 1 order of magnitude, or by 45% per 59 

across-shore meter.  60 

 61 

1 Introduction 62 

Along tropical coastlines, coral reef platforms protect against hazards such as wave 63 

run-up, overtopping, flooding, and erosion by dissipating incident wave energy before it 64 

reaches the shore (e.g., Gourlay, 1994). Short-period wave motions are largely dissipated by 65 

wave breaking at the reef crest, whereas both long and short-period waves are dissipated by 66 

bottom friction across the reef flat (Pomeroy et al., 2012). Live corals present a complex, 67 

three-dimensional structure that produces a higher rate of wave energy dissipation over short 68 

distances compared to other coastal settings (Nelson, 1994). Hence, it is thought that coral 69 

reefs provide a higher capacity for coastal protection than most other marine ecosystems 70 

(Ferrario et al., 2014). From these and other ecosystem benefits, global coral reefs are valued 71 

in the hundreds of billions of dollars per annuum (Cesar et al., 2003; Spalding et al., 2017). 72 

However, despite their high value, coral reefs are currently in decline worldwide. An 73 

estimated 75% of the world’s coral reefs are rated as threatened through a combination of 74 

climate change and anthropogenic stressors (Burke et al., 2011). As a result, there is growing 75 

concern regarding the capacity of stressed and degraded reefs to protect coastlines under 76 

present and future sea levels (Perry et al., 2015; Woodroffe and Webster, 2014). Nonetheless, 77 

recent work suggests that maintaining the structural complexity of coral reefs may be the best 78 

tool we have to mitigate flooding and erosion risks along tropical coastlines as sea levels rise 79 

(Quataert et al., 2015; Harris et al., 2018a). 80 

Coral reef restoration is one method for reducing the flood risk to tropical coastal 81 

communities (e.g., Beck and Lange 2016). Large-scale coral restoration efforts started in the 82 

Indo-Pacific and Red Sea in the 1990s, and since have become widespread, with thousands of 83 

projects now completed worldwide (Young et al., 2012). However, a review by Fabian et al. 84 

(2013) of reef restoration projects found that the vast majority (90%) of restorations were 85 

designed specifically for coral recovery instead of coastal defense, and found little 86 

quantitative information on the coastal defense benefits of restoration projects because this 87 

aspect was rarely measured. Indeed, specific information regarding both ecological and 88 

engineering aspects of coral restoration for coastal defense, such as the restoration location, 89 

height, and appropriate bottom roughness, are still poorly understood (Ferrario et al., 2014).  90 

To address these knowledge gaps, a recent study by Roelvink et al. (2021) determined 91 

that the greatest reduction in wave-driven flooding could be achieved with shallower coral 92 

restorations on the upper fore reef and reef flat due to enhanced wave breaking and frictional 93 

dissipation, respectively. However, this study only provides a large-scale perspective on coral 94 

restoration, as their hydrodynamic models were phase-averaged. Phase-averaged wave 95 

models simulate the stochastic properties of sea waves, utilizing empirical formulations to 96 

parameterize non-linear physics, and can only resolve slowly varying surf zone processes 97 

such as wave set-up and mean wave-driven currents. In contrast, phase-resolving models (i.e., 98 

those that resolve wave motions at time-scales shorter than individual waves) are designed to 99 

provide a more complete representation of non-linear physics, including wave breaking, 100 
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shoaling, and turbulent energy dissipation. The drag induced by coral colonies reduces near-101 

bed wave-orbital velocities, inducing turbulence that has important implications for 102 

biological and physical processes (e.g., feeding, larval dispersal, sediment transport, and 103 

wave dissipation). Although the topic of turbulence in coral reefs is generally well-104 

understood (see a recent review by Davis et al. 2021), modelling at this scale for the purpose 105 

of coral reef restoration is not. Hence, a primary objective of this study is to investigate this 106 

interplay between bottom roughness, wave conditions, and energy dissipation for low- and 107 

high-roughness scenarios representing pre- and post-restoration conditions to understand the 108 

role of coral reef restoration in coastal protection.  109 

Here, we study this relationship using a computational fluid dynamics (CFD) 110 

numerical model forced with a range of observed environmental conditions (water depths, 111 

wave heights, and wave periods) found across coral reef flats worldwide. The purpose of this 112 

study is to understand: (1) the transformation of wave heights across the reef; (2) the spatial 113 

distribution of turbulence near the seabed; (3) how changes in physical roughness affect wave 114 

and turbulent energy dissipation; and (4) how energy dissipation scales with incident 115 

conditions.  116 

In the following sections, we first review how wave energy is dissipated in a coral reef 117 

environment. We then describe the field experiment conducted on the reef flat, the numerical 118 

model, model calibration and validation, and data analysis methodologies. The numerical 119 

modeling results are described in Section 4, and in Section Error! Reference source not 120 

found. we discuss under which incident conditions dissipation is maximized for a given bed 121 

roughness. We conclude in Section 6 with a discussion of the implications of this study to 122 

guide coral reef restoration design for coastal hazard risk reduction. 123 
 124 

2 Background: Wave energy dissipation over coral reefs 125 
Coastal flooding and erosion are the primary hazards created when wave energy is not 126 

sufficiently damped across coral reefs (Shepard et al., 2005; Storlazzi et al., 2011; Quataert et 127 

al. 2015). Flooding can be especially problematic for coastal regions adjacent to degraded 128 

reefs, where the loss of reef structural complexity results in a greater transference of wave 129 

energy to the shore (Quataert et al. 2015; Harris et al., 2018a). As waves approach the shore, 130 

they begin to interact with the reef when their wavelengths, 𝜆, become comparable to the 131 

local water depth, h. As these waves shoal, they increase in height, H, relative to h until they 132 

become unstable and break. Hence, we define the wave breaking parameter 𝛾 as the ratio of 133 

H to h for any across-shore location. Common values for 𝛾 are 0.78 for monochromatic 134 

waves derived from solitary wave theory (Longuet-Higgins & Fenton 1974), 0.42 for root-135 

mean-square (RMS) wave heights (Hrms) observed in the surf zone of beaches (e.g., Thornton 136 

& Guza, 1982), and 0.4 – 0.6 for coral reef flats (Harris et al., 2018b). Over coral reefs, the 137 

majority of sea-swell (SS; T < 25 s) wave energy is dissipated on the reef crest (Lowe et al., 138 

2005). Incident waves with height ratios smaller than 𝛾 pass the reef crest onto the reef flat. 139 

The reef flat is often only a few meters deep causing waves to lose significant amounts of 140 

energy to dissipation by bottom friction. 141 

For shore-normal waves, the one-dimensional wave energy equation is: 142 

 143 
𝜕𝐹𝑗

𝜕𝑥
= −𝜀𝑏,𝑗 − 𝜀𝑓,𝑗 (1) 

 

 144 

where Fj is the wave energy flux in the cross-shore direction x, 𝜀𝑏,𝑗 is wave dissipation due to 145 

wave breaking, 𝜀𝑓,𝑗 is dissipation due to bottom friction, and the subscript j indicates the j-th 146 
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frequency component of a spectral wave distribution. Fj at any across-shore location is given 147 

by: 𝐹𝑗 = 𝐸𝑗𝐶𝑔,𝑗, where 𝐸𝑗 is the total (potential and kinetic) wave energy and 𝐶𝑔,𝑗 is the group 148 

velocity per linear wave theory. The total wave energy flux F can be assessed through 149 

trapezoidal integration of Eq. (1) across all frequencies. In this paper, we consider waves 150 

propagating across bottom roughness at a relatively constant depth that is below the breaking 151 

threshold and so dissipation due to breaking can be neglected. Hence, Eq. (1) simplifies to: 152 

  153 
𝜕𝐹𝑗

𝜕𝑥
= −𝜀𝑓,𝑗 = −

1

4
𝜌𝑓𝑒,𝑗𝑢𝑏,𝑟𝑢𝑏,𝑗

2 (2) 

 154 

where 𝑓𝑒,𝑗 is the energy dissipation factor (discussed below), 𝑢𝑏,𝑟 is a representative near-155 

bottom wave orbital velocity, given by 156 

 157 

𝑢𝑏,𝑟 = √∑ 𝑢𝑏,𝑗
2

𝑁

𝑗=1

 (3) 

 158 

and 𝑢𝑏,𝑗 is the velocity corresponding to the j-th frequency component (Lowe et al., 2005). 159 

𝑢𝑏,𝑗 is estimated from the water surface elevation spectrum (𝑆𝜂,𝑗) using linear wave theory, 160 

 161 

𝑢𝑏,𝑗 =
𝑎𝑗𝜔𝑗

sinh 𝑘𝑗ℎ
 (4) 

 162 

where 𝑘𝑗 is the wavenumber, 𝜔𝑗 the wave radian frequency (= 2𝜋(1 𝑇⁄ )), and the wave 163 

amplitude is 𝑎𝑗 = √2𝑆𝜂,𝑗∆𝑓, with ∆f the spectral bandwidth. The total wave energy 164 

dissipation, 𝜀𝑓 , between any two across-shore locations can be estimated by summing Eq. (2) 165 

over all frequencies.  166 

The energy dissipation factor, fe, and the related wave dissipation factor, fw, have been 167 

experimentally linked to the cover of living corals and the structural complexity of coral reefs 168 

(e.g., Harris et al. 2018b). While fe and fw mathematically differ by a phase shift between 169 

bottom shear stress and wave orbital velocity, when both factors are compared, they exhibit 170 

large experimental scatter and hence are often assumed equal (Gon et al., 2020; Nielsen, 171 

1992). As this study is principally concerned with energy dissipation, we will refer to the 172 

friction factor as fe. Observational evidence suggests that for coral reefs, fe is typically O(0.1) 173 

but can be as large as O(1) over reefs with high rugosity (Lentz et al., 2016; Lowe et al., 174 

2005; Monismith et al., 2015). Following Lowe et al. (2005), fe can be related to the ratio of 175 

the bed roughness, 𝑘𝑤, and the wave orbital excursion at the bed, 𝐴𝑏, as:  176 

 177 

𝑓𝑒 = exp [𝑎1 (
𝑘𝑤

𝐴𝑏
)

𝑎2

+ 𝑎3] (5) 

 178 

where 𝐴𝑏 = 𝑢𝑏,𝑟𝑇 2𝜋⁄ , and the coefficients a1, a2, and a3 are empirically derived (e.g., 179 

Madsen et al., 1988; Nielsen, 1992; Swart, 1974). Here, we use the values provided by 180 

Nielsen (1992) for fully developed, rough turbulent flow: a1 = 5.5, a2 = 0.2, and a3 = –6.3. 181 

Although it is possible to estimate the bottom roughness from hydraulics if both 𝑓𝑒 and 𝐴𝑏 are 182 

known, here we specify 𝑘𝑤 ≈ 4𝜎𝑟 following Lowe et al. (2005), where 𝜎𝑟 is the standard 183 
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deviation of a measured bathymetric profile. Values of 𝑘𝑤, 𝜎𝑟, and rugosity are all commonly 184 

used measures of physical roughness in coral reef experiments (e.g., Duvall et al. 2019). Per 185 

Eq. (5), 𝑓𝑒 is directly proportional to 𝑘𝑤 and is inversely proportional to 𝐴𝑏, so increases in 186 

𝑘𝑤 results in greater 𝑓𝑒 at constant T, and increases in T results in lower 𝑓𝑒 at constant 𝑘𝑤. 187 

Here, we will use Eq. (5) to contextualize the modeling results and demonstrate the 188 

relationship of wave energy dissipation for two types of bottom roughness by varying wave 189 

characteristics with numerical modeling.  190 

 191 

3 Methods 192 

3.1 Experimental design 193 
An experiment was designed to obtain detailed bathymetric and hydrodynamic 194 

measurements on a fringing reef flat. A field study location was chosen to obtain 195 

measurements where the reef varied in roughness in shallow water (1 – 2 m). Structure-from-196 

Motion (SfM) techniques were used to obtain bathymetric data that was sufficiently detailed 197 

to justify the application of a CFD numerical model. Field hydrodynamic measurements were 198 

also concurrently obtained. Using the field data, numerical models were calibrated and 199 

validated. These models were then used to test a series of scenarios representing wave 200 

conditions found across reef flats worldwide to investigate turbulent energy dissipation under 201 

these conditions. 202 

 203 

3.2 Study area 204 
The study area (21°5.25’ N, 157°9.25’ W) was located off Waiakane on the south shore 205 

of the island of Molokaʻi in the Hawaiʻian Archipelago (Figure 1a). The Molokaʻi fringing 206 

reef stretches 53 km along the island’s southern shore. The reef flat, a roughly horizontal 207 

surface with water depths ranging between 0.3 and 2.0 m, extends from the shoreline out to 208 

the reef crest that is approximately 700 m offshore. The reef crest, where most deep-water 209 

waves break, is relatively well-defined along most of southern Molokaʻi (Storlazzi et al., 210 

2003). During summer the hydrodynamic environment of Molokaʻi is dominated by 5 – 10 211 

m/s northeasterly trade winds that generate wind waves (T ~ 5 – 8 s) with offshore wave 212 

heights of H ~ 1 – 3 m as well as smaller 1 – 2 m, longer period (T ~ 14 – 25 s) south swells 213 

(Storlazzi et al., 2003). Trade winds are enhanced by sea-breezes that are typically generated 214 

in the afternoon, although the shallow reef crest controls the height of the waves that are not 215 

locally generated. Molokaʻi has a mixed, semi-diurnal tidal regime, with a mean daily tidal 216 

range of 0.6 m (Ogston et al., 2004). 217 

 218 

3.3 Model of reef complexity 219 

3.3.1 Coarse-scale Structure-from-Motion 220 
 A field experiment was undertaken in June 2018 to measure the morphology and 221 

hydrodynamics of the reef off Waiakane, Molokaʻi. A large-scale SfM survey of the reef 222 

covering approximately 300 m in the across-shore direction and 1000 m in the along-shore 223 

direction from the shoreline to the reef crest was conducted using an Unmanned Aerial 224 

System (UAS). The UAS’ flight path was designed in a ‘lawn mower’ pattern to allow the 225 

camera sensor to cover each section of the reef multiple times, which ensured accurate 226 

coverage with sufficient overlap in the along and across-shore directions. Prior to conducting 227 

the survey, ground control points were deployed along the beach and within the reef, then 228 

were surveyed in with real-time kinematic GPS to accurately georeference the UAS imagery. 229 

The aircraft was flown during the early morning to reduce glare hotspots produced by a high 230 

sun angle.  231 

 232 
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3.3.2 Fine-scale Structure-from-Motion 233 
On the reef flat, two study sites were selected (~640 m from the shoreline and ~20 m 234 

apart in the alongshore direction) that represented “low” and “high” coral roughness 235 

(hereafter, “Low Relief” and “High Relief”; Figure 1d–e). To characterize the roughness at 236 

each site, an approximately 12-m diameter area was digitized to sub-centimeter scale using 237 

underwater SfM photogrammetry. To ensure sufficient coverage of each site, a method 238 

similar to Pizarro et al., (2017) was used: a swimmer photographs a circular area by spooling 239 

a line out and around from a central mooring point, allowing for consistent coverage of the 240 

survey site. For this experiment, a 1.2-m vertical pole for mooring with a 12-cm cylinder and 241 

a 6-m length of line was used. To provide scale for the images, 15 scale bars were distributed 242 

throughout the sample area; each ruler also had two targets (one at either end of the ruler at 243 

known distance), which were used as control points for the digital model. Three sweeps of 244 

the area were conducted for each site with the camera positioned at three different angles to 245 

fully resolve the complex, three-dimensional surface of the coral reef.  246 

 247 

3.3.3 Integrated coarse and fine-scale bathymetry 248 
Photogrammetric reconstruction of both the coarse-scale and fine-scale bathymetries 249 

was conducted using AgiSoft Photscan (Version 1.2.5). Full details of the procedures used in 250 

alignment and scaling of the images used to construct the three-dimensional models are 251 

described in Pomeroy et al. (2022) and Logan et al. (2021). In brief, unique points in each 252 

photo (key points) were matched across the set of photos by the software. Camera calibration 253 

parameters were used to threshold the key points to remove any that did not meet these 254 

requirements. After alignment, control points were added to improve the camera calibrations 255 

and to register the point clouds to a local geographic coordinate system. Dense topographic 256 

point clouds were generated, each consisting of tens of millions of individual points. 257 

To create an integrated bathymetry for use in CFD mesh generation, both the coarse 258 

and fine-scale point clouds were combined using the freeware CloudCompare. The aim was 259 

to create a realistic rough surface to initialize the simulated hydrodynamics before reaching 260 

the fine-scale area within the model domain (Figure 1e–d). Since the fine-scale point clouds 261 

were referenced to a local coordinate system, they had to be manually rotated and positioned 262 

within the larger georeferenced UAS point cloud. After alignment, a circle with a 12 m 263 

diameter was cut out from the coarse-scale cloud, and the two clouds were integrated by 264 

converting them into a Standard Tessellation Language (STL) mesh with a resolution that 265 

ranged from 10s of centimeters to <1 centimeter. This process was repeated for the other fine-266 

scale point cloud, resulting in two coarse-to-fine scale bathymetries for the Low and High 267 

Relief model domains. Hereafter, we use the term “patch” to describe the fine-scale area of 268 

the bathymetry within the numerical model domains.  269 

Two-dimensional profiles were then extracted from the three-dimensional integrated 270 

surfaces to create bathymetric profiles for the numerical models. The fine-scale patch areas of 271 

the two-dimensional profiles correspond to a rugosity index of 1.08 for the Low Relief and 272 

1.24 for the High Relief site. The rugosity index was calculated as the sum of the Euclidean 273 

distances of the bathymetry profile in each patch divided by the straight-line distance 274 

between the patch edges. Similarly, the standard deviation of the bathymetry 𝜎𝑟 is 0.09 for 275 

the Low Relief site and 0.14 for the High Relief site, corresponding to values of 𝑘𝑤 = 0.36 276 

and 0.58, respectively. The implications of these roughness scales, relative to the modeled 277 

conditions, are discussed in Section 4. 278 

 279 

3.4 Field Measurements 280 
The hydrodynamic climate of the reef flat was quantified with two RBR D|Wave tide 281 

and wave sensors that were deployed across the reef flat and spaced 55 m apart. Two 282 
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instrumented frames were also deployed directly above the Low and High Relief sites on the 283 

reef flat (Figure 1c). Pressure measurements were recorded with the RBRs continuously at 2 284 

Hz for 34 min every hour (n = 4,096 samples). With this arrangement, the offshore RBR1 285 

measured incident conditions on the reef flat and the onshore RBR2 provided a local 286 

reference for conditions measured at the instrumented frames. Both frames were identical in 287 

design and instrumentation, which consisted of a downward-looking high-resolution 2-MHz 288 

Nortek Aquadopp acoustic Doppler current profiler (ADCP) that logged current velocities 289 

and pressure at 4 Hz for 34 min every hour (n = 8,193 samples). Measurements were 290 

collected with the pressure transducers and ADCPs for two days between 24 and 26 June 291 

2018, which is the calibration period of the numerical models. The instrument data were post-292 

processed for quality control following the routine outlined in Montgomery et al. (2008).  293 

 294 

3.5 Field data analysis 295 
The following parameters were calculated from the instrument data to provide the 296 

information necessary to calibrate and validate the numerical models (Section 3.6). 297 

 298 

3.5.1 Wave height and period 299 
For each RBR and ADCP burst, burst-averaged mean water levels (h) were calculated 300 

from the pressure data. Power spectra were computed from pressure time series using 301 

Welch’s method (MATLAB, MathWorks Inc.), where smaller Hamming-windowed 302 

segments with 50% overlap were utilized to yield spectra with 32 equivalent degrees of 303 

freedom. Sea surface elevation spectra 𝑆𝜂 were estimated from the power spectra using linear 304 

wave theory. The significant wave height Hs was computed as:  305 

 306 

𝐻𝑠 = 4√∫ 𝑆𝜂d𝑓 (6) 

and the RMS wave height was computed as 𝐻𝑟𝑚𝑠 = √8 ∫ 𝑆𝜂(𝑓)d𝑓
𝑓2

𝑓1
, by integrating between 307 

f1 = 0.04 and f2 = 0.30 Hz for the sea-swell (SS, T < 25 s) wave band, and between f1 = 0.001 308 

and f2 = 0.040 Hz for the infragravity (IG, 25 s < T < 250 s) wave band. The peak wave 309 

period Tp was identified as the frequency band in the spectrum 𝑆𝜂 with the greatest energy, 310 

and the mean Tm (= 𝑚0 𝑚1⁄ ) and zero-crossing wave period Tz (= √𝑚0 𝑚2⁄ ) were 311 

estimated from the variance of water surface elevation (m0), the first (= ∫ 𝑓𝑆𝜂(𝑓) d𝑓), and 312 

the second moments (= ∫ 𝑓2𝑆𝜂(𝑓) d𝑓) of the wave height spectrum (e.g., Wiberg & 313 

Sherwood, 2008).  314 

 315 

3.5.2 Mean and oscillatory velocities 316 
Time-averaged (mean) velocities were computed for every ADCP profile bin from 317 

(Ec) and north (Nc) velocities over each burst. Following Luhar et al., (2013), the mean 318 

velocity was assessed as the average of all individual samples (Ej and Nj) in the burst, e.g., 319 

 320 

𝐸𝑐 =
1

𝑁
∑ 𝐸𝑗

𝑁

𝑗=1

. (7) 

 321 

The mean velocities were then subtracted from the time record to calculate root-mean-322 

squared oscillatory velocities, e.g., 323 
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 324 

𝐸𝑤,𝑟𝑚𝑠 = √
1

𝑁
∑(𝐸𝑗 − 𝐸𝑐)

2
𝑁

𝑗=1

. (8) 

 325 

The total mean horizontal velocity, |𝑈𝑐| = √𝐸𝑐
2 + 𝑁𝑐

2, and RMS oscillatory horizontal 326 

velocity. |𝑈𝑤,𝑟𝑚𝑠| = √𝐸𝑤,𝑟𝑚𝑠
2 + 𝑁𝑤,𝑟𝑚𝑠

2  were computed for each profile bin over each burst.  327 

 328 

3.5.3 The dissipation rate of turbulence 329 

Estimates of the turbulent kinetic energy (TKE) dissipation rate, 𝜀, were computed 330 

from each burst of ADCP velocity measurements (n = 8,193 samples) using the structure 331 

function method of Wiles et al., (2006). In brief, this method uses differenced adjacent along-332 

beam locations (“bins”) up to a number of lags (“bin distances”) along a profile of vertical 333 

velocities. This differencing technique has been shown to be effective at filtering out large-334 

scale vertical variability, such as wave oscillations, that are not associated with inertial-335 

subrange turbulence in shallow water environments (e.g., Norris et al., 2019). To calculate 336 

the TKE dissipation rate, time series of vertical velocity were detrended, then velocity 337 

differences along the profile were computed for lags ranging from 1 to 5 mm, producing a 338 

profile of TKE dissipation rate estimates up to 0.76 m (the ADCP profile length) in length. In 339 

Section 3.6.3, we compare observed profiles of the 𝑈𝑤,𝑟𝑚𝑠 and TKE dissipation rates to 340 

simulated values to validate the numerical models.  341 

 342 

3.6 Numerical Model 343 

3.6.1 Model Description 344 
In this study, numerical simulations were conducted using OpenFOAM version-1912 345 

(OpenFOAM, 2020). OpenFOAM is an open-source CFD package for solving continuous 346 

mechanics problems. It features several applications to pre- and post-process model test 347 

cases, including mesh generation tools (blockMesh, snappyHexMesh), setting field values, 348 

mesh decomposition, and mesh sampling during and after runtime. Within OpenFOAM, the 349 

Volume of Fluid (VoF) solver interFoam was used to solve the three-dimensional Navier-350 

Stokes equations using a RANS approach, comprising the continuity and momentum 351 

equations: 352 

 353 

∇𝑈 = 0  (9) 

 
𝜕𝜌𝑼

𝜕𝑡
+ ∇ ∙ (𝜌𝑼𝑼) − ∇ ∙ (𝜇𝑒𝑓𝑓∇𝑼) = −∇𝑝∗ − 𝒈 ∙ 𝑿∇𝜌 + ∇𝑼 ∙ ∇𝜇𝑒𝑓𝑓 + 𝜎𝑇𝜅𝑐∇𝛼 (10) 

 354 

where the bold letters indicate a vector field, g the acceleration of gravity, X the position 355 

vector, U the velocity field in Cartesian coordinates, 𝜌 is the fluid density, p* is a modified 356 

pressure adopted by removing hydrostatic pressure– (e.g.,  𝜌𝒈 ∙ 𝑿) from the total pressure, 𝜎𝑇 357 

the surface tension coefficient (= 0.07 kg/s2), 𝜅𝑐 the interface curvature, 𝛼 the fluid phase 358 

fraction, and 𝜇𝑒𝑓𝑓 the effective dynamic viscosity. The 𝜇𝑒𝑓𝑓 was calculated as 𝜇𝑒𝑓𝑓 = 𝜇𝑡 + 𝜇, 359 

with 𝜇𝑡 the dynamic turbulence viscosity estimated with the turbulence model (𝑘 − 𝜀; 360 

described below).  361 

The volume of fluid method (Hirt & Nichols, 1981) represents the phase fraction 𝛼 362 

within each cell of the model domain such that 𝛼 = 0 corresponds to the air phase, 𝛼 = 1 the 363 
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water phase, and 𝛼 = 0.5 the free surface. In the model, the phase fraction is governed by the 364 

advection equation under the given velocity field U: 365 

 366 

𝜕𝛼

𝜕𝑡
+ ∇ ∙ 𝑼𝛼 + ∇ ∙ (𝑼𝑟𝛼(1 − 𝛼)) = 0 (11) 

 367 

where Ur is the compression velocity, a term that is only active in the free surface region due 368 

to the term 𝛼(1 − 𝛼). The advection and sharpness of the free surface is controlled by the 369 

MULES (“Multi-Dimensional Limiter for Explicit Solution”) algorithm to improve interface 370 

accuracy. Our models used the PIMPLE algorithm to iteratively solve the momentum and 371 

continuity equations. The adaptive time step was controlled by a maximum Courant condition 372 

maxCo (𝐶𝑜 = ∆𝑡|𝑈| ∆𝑥⁄ , where ∆𝑡 is the time step, |𝑈| is the velocity magnitude through a 373 

cell, and ∆𝑥 is the cell size in the direction of the velocity), and a maximum interface Courant 374 

number maxAlphaCo. In this study, all simulations were carried out by setting maxCo and 375 

maxAlphaCo to 0.2. 376 

To simulate waves, a special set of boundary conditions is required for interFoam to 377 

create the appropriate time-dependent velocity field and surface elevation at the model inlet, 378 

and a non-reflective boundary at the outlet. Although other alternatives exist, we used the 379 

IHFOAM toolbox (Higuera et al., 2013) to generate waves in the model domain as it has been 380 

shown to be robust and computationally efficient (e.g., Vyzikas et al., 2018). IHFOAM can 381 

simulate realistic waves according to several different wave theories, including Stokes I, II, 382 

and V, cnoidal, and irregular (random) waves.  383 

Turbulence was modeled using the 𝑘 − 𝜀 closure scheme. Two-equation turbulence 384 

models are known to cause over-predicted turbulence levels beneath waves in numerical 385 

wave flumes, leading to un-physical wave decay over long propagation distances (Devolder 386 

et al., 2017). Hence, the turbulence model was stabilized using the method developed by 387 

Larsen & Fuhrman (2018), using their default parameter values for the 𝑘 − 𝜀 closure scheme. 388 

Other turbulence closure schemes (𝑘 − 𝜔, 𝑘 − 𝜔𝑆𝑆𝑇) were initially considered, but early 389 

sensitivity testing revealed an insignificant effect of the choice of closure scheme on the 390 

model output. As the TKE dissipation rate (𝜀) was one of the desired model outputs, the 𝑘 −391 

𝜀 scheme provided the most direct method for extracting this value from the simulations.  392 

 393 

3.6.2 Model Configuration 394 
Two model domains were developed using the integrated 3D bathymetric surfaces for 395 

the Low and High Relief sites. Each domain was defined in a longshore uniform, two-396 

dimensional vertical (2DV) coordinate system (x, z), with x pointing shoreward, z pointing 397 

upward, and the origin at the still water level (Figure 1d–e). The initial mesh was 55 m long 398 

and 6.5 m high, with a uniform resolution of 0.25 m. Model domains intersected the middle 399 

of each fine-scale patch to include the point where the ADCPs were deployed. The water 400 

depth in the calibration models (Section 3.5.1) was set to 1.2 m to match the average field 401 

conditions at each site during the calibration phase. The bathymetry was ‘snapped’ to the 402 

model domain with snappyHexMesh using three levels of grid refinement (i.e., ∆𝑥 = 0.125, 403 

0.06, and 0.03 m) in the free surface region and the fine-scale patch areas (Figure S1).  404 

The bed and atmosphere were treated with zeroGradient and inletOutlet boundary 405 

conditions, respectively, with walls set as empty (non-computational) boundaries. At the 406 

model inlet, outlet, and along the bed, the fixedFluxPressure boundary condition was applied 407 

to the pressure (hydrostatic pressure) field to adjust the pressure gradient so that the boundary 408 

flux matched the velocity boundary condition. Turbulence parameters (k, 𝜀) used respective 409 

wall functions to model boundary layer effects near the bathymetry. Time-averaged values of 410 

the dimensionless wall distance z+ ranged from 35 to 120 for the calibration models, where 411 
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30 < z+
 < 300 defines the log-law layer where wall functions are applicable. To minimize 412 

numerical dissipation in the models, a second-order unbounded numerical scheme was used 413 

for gradients, second-order bounded central differencing schemes for divergence, and an 414 

unbounded second-order limited scheme was used for the Laplacian surface normal gradients. 415 

Wave boundary conditions were handled by IHFOAM.  416 

For the calibration cases, an irregular wave field was supplied to the models by 417 

discretizing the surface pressure spectrum from RBR1 into 47 wave components (i), each 418 

defined by a wave height (Hi) wave period (Ti), wave phase (𝜓𝑖), and wave direction (𝛽𝑖) 419 

between 0.04 and 0.3 Hz. We specifically chose to focus on sea-swell, rather than 420 

infragravity waves, for the numerical models due to the necessity of running several 421 

computationally expensive models over multiple wave cycles to establish quasi-steady 422 

conditions for sampling. Since the infragravity waves were much smaller than sea-swell 423 

waves during the calibration period of the models (Figure 2), this was a reasonable 424 

assumption. For simplicity, it was assumed based on the field measurements that all waves 425 

propagated along the x-axis of the model domains and so 𝛽 = 0.  426 

The simulations were run for about 15 wave cycles (512 s), which included a 64 s 427 

spin-up period (rampTime) to allow flow conditions to reach a fully developed state. The 428 

calibration models were executed on 12 distributed parallel processors on an 18-core Intel i9-429 

10980XE CPU at 3.75 GHz with 64 GB of RAM over a period of approximately 8 h. 430 

Sampling was conducted during model runtime for the area encompassing the fine-scale 431 

patch of the model domains. Data analysis was conducted on the last 10 wave cycles of each 432 

run (i.e., after a quasi-steady state was established).  433 

 434 

3.6.3 Model Validation 435 
To validate the model, the numerical results were compared to the observed sea-436 

surface spectra, the mean RMS oscillatory horizontal (Uw,rms) and vertical (Ww,rms) velocities, 437 

and 𝜀 measured at the same location by the ADCP during the field experiment (i.e., Figure 438 

1d–e). The predictive skill of the model was determined by calculating the bias and scatter 439 

index (SCI) as proposed by Van der Westhuysen (2010) for wave models. In general, there 440 

was excellent agreement between the measured and modeled free surface in both domains 441 

(not shown; RMSE < 3%), as well as in the near-bed velocity and turbulence profiles (Figure 442 

3; R2 = 0.73 – 0.97).  443 

To evaluate grid-scale independence of the numerical solution, a series of five models 444 

were developed, each varying the level of grid cell refinement from very coarse at Level 1 445 

(minimum cell length ∆𝑥 = 0.15 m) to very fine at Level 5 (∆𝑥 = 0.01 m) (Appendix A). 446 

This test revealed that velocity profiles converged at Level 3 and above, indicating the 447 

calibration models (which used Level 3 grid cell refinement) produced grid-cell-size-448 

independent solutions (Figure A1). The grid refinement models were also assessed according 449 

to the total wave energy dissipation estimated from the instrument data during the calibration 450 

period, which determined that Level 4 refinement (∆𝑥 = 0.015 m) was best suited for the 451 

remainder of the model simulations (Appendix A).  452 

After validation, a series of models were developed for both the Low and High Relief 453 

domains to estimate 𝜀 across the fine-scale patches under a range of conditions found in 454 

natural coral reef ecosystems. A literature review of 12 studies and former USGS field 455 

deployments (Table 1) was used to generate combinations of observed hydrodynamic 456 

conditions. Four water depths (h = 1, 2, 3, 4 m), five significant wave heights (Hs = 0.4, 0.8, 457 

1.2, 1.6, 2 m), and five peak wave periods (Tp = 4, 8, 12, 16, 20 s) were selected to span the 458 

range of recorded conditions. Combinations of conditions that were physically unreasonable, 459 

i.e., those with excessive wave steepness (𝐻𝑠 𝜆⁄  > 0.142) or those above the theoretical 460 
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breaking limit (𝛾 > 0.78) were eliminated, resulting in 70 cases per domain and thus 140 total 461 

cases. A summary of the model scenarios is provided in Table 2. 462 

The scenario models were set up by varying the vertical position of the bathymetry to 463 

create domains with four different water depths. Different wave generation theories according 464 

to Le Méhauté (1967) for each combination of h, Hs, and Tp were applied at the inlet 465 

boundary to drive wave flows through the model domains. Each model was executed for a 466 

total time of 2*Tp + 10*Tp to generate two wave cycles during spin-up followed by 10 wave 467 

cycles that were used for subsequent data analysis. To improve runtime efficiency, three 468 

models were run simultaneously on six distributed parallel processors on the same 18-core 469 

CPU. Execution times varied by model scenario and ranged from approximately 12 to 160 470 

hours.  471 

 472 

3.6.4 Model data analysis 473 
Data derived from the numerical simulations were processed similarly to the field 474 

data. Estimates of Hs were calculated with Eq. (6) by discretizing time series of water surface 475 

elevation at select locations within each model domain: one location was next to the model 476 

inlet to provide incident conditions (Hs0), and an additional 12 locations (every meter) within 477 

the fine-scale patch area of the model domains (Figure 1d–e). These latter 12 estimates were 478 

then spatially averaged to determine the spatial mean significant wave height 〈𝐻𝑠〉 across the 479 

Low or High Relief patches. Velocity and turbulence results from each fine-scale patch area 480 

were binned into 100 points along the x-z plane. As conditions varied across model scenarios, 481 

we chose to normalize the modeled TKE dissipation rates using the magnitude of 𝑈𝑤, which 482 

estimates total fluid motion from waves, and was computed from the RMS velocities (Eq. 7 – 483 

8) assuming perfect sinusoids, i.e., 𝑈𝑤 = √2𝑈𝑤,𝑟𝑚𝑠.  Estimates of 𝜕𝐹 𝜕𝑥⁄  were assessed from 484 

the model inlet across the fine-scale patch (the change in wave energy flux; Eq. 2) to compare 485 

with the spatial change in Hs wave height described above. The 𝑓𝑒 were computed from the 486 

total mean 𝜀𝑓 and 𝑢𝑏,𝑟 (Eq. 2 – 4). In Section 4, we compare 𝑓𝑒 against the ratio of 𝐴𝑏 to 𝑘𝑤 487 

(Eq. 5) to establish a relationship between the forcing conditions, bottom roughness, and 488 

energy dissipation.  489 

 490 

4 Results  491 

4.1 An overview of wave-driven currents and vortices 492 
The results from an example Low and High Relief model with identical forcing 493 

conditions (h = 2 m, Hs = 0.8 m, Tp = 16 s) presented in Figure 4 demonstrate the 494 

modification of the wave flow field by the rough bathymetry. Maximum velocities occur 495 

beneath the wave crests as they propagate across the model domains. Unlike the Low Relief 496 

case in Figure 4a, the wave crest in the High Relief case appears to shoal as it propagates 497 

through the model, which could be indicative of greater energy dissipation over rougher 498 

bathymetry. As the wave crests propagate, small zones of enhanced mean flow form above 499 

the bed (denoted in dashed boxes in Figure 4) which are followed by circular eddies that form 500 

after the wave crest has passed. These eddies are the manifestation of turbulent energy 501 

dissipation.  502 

 503 

4.2 Wave attenuation and dissipation 504 
As waves propagate across the model domain, wave height attenuation and energy 505 

dissipation (𝜕𝐹 𝜕𝑥⁄ ) occur as near-bed turbulence strips energy from the flow field. For the 506 

Low Relief cases, wave height attenuation is greatest (smaller ratios of 〈𝐻𝑠〉 𝐻𝑠0⁄ ) under 507 

conditions with lower h and shorter Tp (Figure 5). The High Relief cases present a similar 508 

pattern, except with greater attenuation than the Low Relief cases at the same h and Tp. For 509 
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the models with greater depth (h = 3 – 4 m), wave height attenuation becomes relatively 510 

constant between Tp = 12 – 20 s.  511 

The patterns of 𝜕𝐹 𝜕𝑥⁄  mirror those observed in the wave height and energy 512 

attenuation, with the greatest dissipation occurring under short Tp for either the Low or High 513 

Relief cases (Figure 6). The greatest difference between the Low and High Relief cases 514 

occurs under shallower (h = 1 – 2 m) conditions but become similar for the deeper (h = 3 – 4 515 

m) conditions. The tendency for wave dissipation to increase overall with increasing h may 516 

have to do with the greater transmittance of wave energy across the models as the water depth 517 

increases.  518 

It is important to note that, as the wavelength, 𝜆, differs between the model scenarios 519 

presented here (for example, a wave of Hs = 0.4 m at Tp = 4 s in h = 2 m of water has 𝜆 ~ 13 520 

m, whereas a similar wave of Hs = 0.4 m at Tp = 20 s in h = 2 m of water has 𝜆 ~ 76 m), the 521 

averaging width of the fine-scale patch area (12 m) may not capture all changes in relative 522 

wave height. A simple explanation for why 〈𝐻𝑠〉 𝐻𝑠0⁄  approaches 1 for both the Low and 523 

High Relief cases could therefore be related to spatial averaging over increasingly longer 𝜆. 524 

However, there is also a physical explanation for this pattern, which is discussed in Section 525 

4.5. In the next section, we investigate the magnitudes and vertical scale of near-bed 526 

turbulence for a subset of the models. 527 

 528 

4.3 Depth profiles of model results 529 
Results from 20 model runs (h = 1 – 4 m, Hs = 0.4 m, and Tp = 4 – 20 s) of space-and-530 

time mean turbulence and wave velocities are presented in Figure 7 and 8 for the Low and 531 

High Relief sites, respectively. Comparing the figures, it is evident that the High Relief 532 

models (Figure 8a–d) produce greater overall turbulence (with magnitudes exceeding 10-2 533 

m2/s3) than the Low Relief models (magnitudes of 10-3 m2/s3; Figure 7a–d). In both cases, this 534 

peak turbulence occurs in shallower depths and weakens with increasing h. For the Low 535 

Relief models, the depth profiles of the mean wave velocities (〈𝑈𝑤
̅̅ ̅̅ 〉; Figure 7e–h) resemble 536 

the logarithmic profile expected for smooth bed surfaces. In contrast, the High Relief cases 537 

demonstrate a more substantial modification of the mean wave velocities, with the formation 538 

of two wave boundary layers; the boundary layer is larger at the top of the roughness, and 539 

smaller closer to the bed. This pattern is most evident in Figure 8f for the h = 2 m, Tp = 20 s 540 

model. Considering the profiles of mean normalized TKE dissipation 〈𝜀〉̅ 〈𝑈𝑤
3̅̅ ̅̅ ̅〉⁄  (Figures 7i–l 541 

and 8i–l), normalized turbulence is greatest in the h = 2 m cases and reaches a maximum 542 

value under Tp = 12 s but does not change substantially under longer wave periods. Although 543 

normalized turbulence is also high in the h = 1 m models, these cases do not follow the same 544 

consistent pattern above the roughness layer as the deeper water cases. This irregularity may 545 

be because the long period waves (Tp = 12 – 20 s) are so damped by the shallow water that 546 

flow velocities and hence turbulence are diminished relative to the other wave periods.  547 

 548 

4.4 Total mean turbulence for the low versus high relief reefs 549 
The normalized turbulence data averaged into a single mean value as a function of γ for 550 

each model scenario is presented in Figure 9. Consistent with Figures 7 and 8, greater energy 551 

dissipation occurs for either Low or High Relief cases under greater γ (recalling γ = Hs/h) at 552 

constant wave period. The maximum energy dissipation occurs under the longest wave 553 

periods. For Low Relief cases, there is a greater spread in dissipation between shorter and 554 

longer periods, and normalized dissipation values for the Tp = 16 – 20 s approach that of the 555 

High Relief cases. For High Relief cases, there is less spread between shorter and longer 556 

periods, with shorter periods exhibiting greater dissipation compared to Low Relief cases. 557 

This pattern is more evident in Figure 10, which indicates there is nearly one order of 558 

magnitude difference between the Low and High Relief cases for shorter wave periods (Tp = 559 
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4 – 8 s; Welch’s t-test, t = 6.6 – 7.5, df = 13 – 14, p < 0.001). However, this difference 560 

becomes less significant with increasing wave period (Tp = 12 – 16 s; t = 2.5 – 2.8, df = 14 – 561 

21, p < 0.01), until at higher wave periods the difference is no longer significant (Tp = 20 s; t 562 

= 1.5, df = 12, p > 0.05), and several Low Relief cases equal or exceed the corresponding 563 

High Relief cases. In summary, energy dissipation at the bed is greatest for shorter period 564 

waves over rough surfaces, but this difference diminishes as the wave period increases until 565 

dissipation is nearly equivalent, regardless of the bottom roughness.  566 

To determine which of the forcing conditions (h, Hs, or Tp) had the greatest effect on 𝜀, 567 

data from all Low and High Relief cases were regressed using a stepwise multiple linear 568 

regression model. For the Low Relief models, all three variables contribute to dissipation, 569 

collectively explaining 46% of the variance in 𝜀 (RMSE = 0.75; F = 16.4; p < 0.01). Hs the 570 

most significant predictor in the response in turbulence (p ≪ 0.01), and h the least (p = 0.03). 571 

For the High Relief models, only the significant wave height (Hs) and wave period (Tp) can 572 

explain 53% of the variance in 𝜀 (RMSE = 0.70; F = 33.4; p < 0.01), again with Hs as the 573 

most important predictor in the response in turbulence. In summary, 𝜀 decreased with 574 

increasing water depth and increased with increasing significant wave height and period. The 575 

exclusion of h in the High Relief regression model could indicate that turbulence is more 576 

strongly dependent on the other two forcing conditions. However, when the data are 577 

segregated by wave period, the water depth clearly still influences turbulence (Figures 7 and 578 

8).  579 

 580 

4.5 Wave energy dissipation factors 581 
The tendency for shorter-period waves to be more readily dissipated over greater 582 

bottom roughness (parameterized by kw) can be explained through the energy dissipation 583 

factor, fe. For Low and High Relief cases, there is a trend of decreasing fe with increasing Ab 584 

at constant kw (Figure 11). The High Relief cases have a greater range of fe than the Low 585 

Relief cases, from as large as ~5 under short period (Tp = 4 s) waves, to as small as ~0.005 586 

under long period (Tp = 20 s) waves. To help visualize trends, empirical power law 587 

relationships were fit to each dataset. Power fits explain 51% of the observed variance in the 588 

Low Relief cases, and 80% of the variance in the High Relief cases. Nielsen’s (1992) 589 

empirical relationship (Eq. 5) with 𝑘𝑤 ≈ 4𝜎𝑟 = 0.36 and 0.58 for Low and High Relief cases, 590 

respectively, is computed for comparison (Figure 11). Despite some scatter, the Low Relief 591 

data generally follow the slope of the Nielsen relationship, but the High Relief data do not. 592 

The High Relief cases have a greater slope than the Low Relief cases, implying that the 593 

conversion of wave momentum into turbulence occurs at a faster rate over rougher surfaces. 594 

The discrepancy between the High Relief cases and the Nielsen relationship might be 595 

explained by the fact that Nielsen’s relationship was calibrated based on laboratory 596 

experiments spanning a higher range of Ab/kw than those considered here.  597 

 598 

5 Discussion 599 
This study presents a first attempt to quantify how increased bottom roughness, which 600 

could occur as a consequence of a coral reef restoration project, modifies local wave and 601 

turbulent energy dissipation. The bathymetric variability of our High Relief site (𝜎𝑟 = 0.14) is 602 

similar to the reef described in Lentz et al. (2016) (𝜎𝑟 = 0.13 in their study), whereas our Low 603 

Relief site (𝜎𝑟 = 0.09) is similar to the rough-reef case (𝜎𝑟 = 0.07) described in Jaramillo & 604 

Pawlak (2011). Similarly, the calculated values of energy dissipation factors are well in the 605 

range of observed values from hydrodynamically smooth, low relief reefs (e.g., fe = 0.09; 606 

Cheriton et al. 2016) to hydrodynamically rough, high relief reefs (e.g., fe = 5; Lentz et al. 607 

2016), with the largest energy dissipation values associated with the smallest wave periods. 608 

Lowe et al. (2005) determined that when the wave-orbital excursion length is equivalent to 609 
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the physical roughness length, wave motions inside the roughness are greatest and therefore 610 

wave energy dissipation is maximized. In our model results, this situation occurs in the 611 

shorter wave period cases (Figures 5, 6 and 11; Tp = 4 – 8 s). As the wave-orbital excursion 612 

length increases relative to the roughness, wave motions inside the roughness decline, 613 

resulting in lower wave energy dissipation (Figures 5, 6 and 11; Tp = 16 – 20 s).  614 

The trend of decreasing wave height attenuation and energy dissipation at greater wave 615 

periods (Figures 5 and 6) appears to contrast the patterns in Figures 7 and 8, where greater 616 

bulk mean wave velocities correspond with longer wave periods and greater bulk mean TKE 617 

dissipation rates. To reiterate, these latter bulk mean values were assessed across the fine-618 

scale patch area in each model domain, whereas the wave energy dissipation was assessed 619 

from the model inlet across the fine-scale patch. Re-evaluating the wave energy dissipation 620 

across only the patch indicates that the bulk mean TKE dissipation accounts for up to 41% of 621 

the total wave energy dissipation. Based on studies of frictional dissipation over coral reefs 622 

(Huang et al., 2012; Sous et al., 2020), it is expected that the dissipation of wave energy 623 

assessed via linear wave theory should be roughly equivalent to the TKE dissipation for 624 

friction-dominated environments. This discrepancy in the present work indicates our model 625 

may not precisely represent energy losses near the bed and may underestimate TKE 626 

dissipation by several percent. Regardless, the tendency for short-period waves to be more 627 

readily attenuated could explain why the TKE dissipation rates tended to be greater for the 628 

High Relief cases at constant γ compared to the Low Relief cases (Figures 9 and 10). The 629 

threshold wave period where normalized TKE dissipation rates are roughly equivalent 630 

between Low and High Relief cases (approximately Tp = 16 s for the conditions presented 631 

here), could represent the point at which wave orbital excursions are much longer than the 632 

scale of bottom roughness (e.g., Lowe et al. 2005), and instead turbulence becomes more 633 

strongly controlled by the bulk mean wave velocity.  634 

The results presented here, however, are not without limitations. First, the simplification 635 

of real surface roughness, by translating this detail in SfM, and then by downsampling the 636 

SfM in the CFD models, likely underestimates fine-scale hydrodynamic effects at the scale of 637 

individual coral polyps (~1 cm). Second, the CFD model assumes the bed is impermeable, 638 

and although roughness is modeled with a function to describe turbulent boundary layers, this 639 

again is a simplification of the hydrodynamics of flows through porous media like coral 640 

heads. If porosity is considered, wave-induced currents (and hence, turbulence) are found to 641 

decrease with increasing bed porosity (Wen et al., 2020). Third, 2DV models neglect any 642 

three-dimensional effects such as flow around coral heads. Flows become more complex 643 

when considered in 3D but the general physical principals should remain similar to 2DV 644 

cases. Still, studies of the interactions of waves and complex three-dimensional reef 645 

bathymetry with phase-resolving numerical models are uncommon owing to the large 646 

computational effort required for such simulations. Despite these limitations, the results 647 

presented in the present paper reproduce similar patterns of wave and turbulent energy 648 

dissipation as found in natural coral reefs.  649 

To summarize these findings in the context of coral restoration for coastal hazard risk 650 

reduction, the greatest effect could be achieved by increasing bed roughness (outplanting 651 

corals) in relatively shallow depths (1 – 2 m) in environments dominated by waves with 652 

shorter periods (4 – 12 s). Our results suggest that increasing the bed roughness by 13% from 653 

a rugosity of 1.08 (the Low Relief case) to 1.24 (the High Relief case) could enhance the rate 654 

of wave attenuation and increase turbulent energy dissipation at the bed by 0.5 to 1.0 order of 655 

magnitude (Figure 10). This change in bottom roughness would translate to a 45% increase in 656 

energy dissipation per meter (across-shore) of a restored reef.  657 

In a recent study, Roelvink et al. (2021) determined the optimal across-shore location for 658 

a coral reef restoration to mitigate coastal flooding is the upper fore reef or middle reef flat. 659 
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In their effort, the authors found that wave breaking on upper fore reef was the primary factor 660 

in reducing wave energy and coastal flooding. For the reef flat, where wave heights had 661 

already been diminished due to breaking at the reef crest, waves could be further dissipated 662 

through increases in bottom roughness via coral restoration. The results of the present study 663 

add a new dimensionality to this assessment, indicating that wave and turbulent energy 664 

dissipation is strongly controlled by incident wave height, period, and coral reef roughness. In 665 

terms of coral species, both Ghiasian et al. (2020) and Roelvink et al. (2021) suggest that 666 

restoration approaches consider fostering fast-growing corals such as Acropora palmata or A. 667 

cervicornis to rapidly increase bottom roughness and reduce wave heights over the reef. In 668 

particular, Ghiasian et al. (2020) found a 10% reduction in wave height, and a 14% reduction 669 

in wave energy, using models of A. cervicornis to simulate reef restoration. However, the 670 

selection of a specific species alone may not be enough to guarantee sufficient dissipation, 671 

particularly for reef systems where longer (in particular, infragravity) wave periods dominate. 672 

Further modeling of reef restorations under wave climates with longer periods is needed to 673 

determine the appropriate coral density to improve energy dissipation for these cases.   674 

 675 

6 Conclusions  676 

 Wave attenuation and energy dissipation scale with water depth and incident wave 677 

conditions, where greater attenuation and dissipation is expected for waves with 678 

shorter periods in shallower water.  679 

 Near-bed turbulence scales negatively with water depth and positively with incident 680 

wave conditions.  681 

 Relative to low relief corals (rugosity index =1.08), high relief corals (rugosity index 682 

= 1.24) generate greater turbulence above the bed under shorter wave periods (Tp = 4  683 

– 12 s). Around Tp = 16 s, turbulence becomes less affected by bottom roughness as 684 

the ratio of the wave-orbital excursion to the scale of bottom roughness increases.   685 

 Increasing the seabed roughness by at least 13% can result in enhanced wave 686 

attenuation and a 0.5 – 1.0 order of magnitude increase in turbulent energy 687 

dissipation, which translates to a 45% increase in energy dissipation per across-shore 688 

meter of restoration. 689 

 Coastal managers planning restoration projects can utilize the information presented 690 

here to improve the dissipative characteristics of a degraded reef. For the water depths 691 

and incident wave conditions considered here, restorations are most valuable in 692 

shallow (1 – 2 m) depths under shorter period waves (Tp = 4 – 12 s). 693 
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Table 1: Aggregation of literature and field observation values for hydrodynamic conditions 

over reef flats from coral reefs worldwide. 

 

Reference Location h (min) max Hs (min) max Tp (min) max 

Hardy et al., 

(1990) 

John Brewer 

Reef, Australia 
- (0.2) 1.3 (0.5) 2.6 

Sulaiman et 

al., (1994) 

Sanur Beach, 

Bali 
(0) 0.5 (0.15) 0.3 (3) 4.5 

Brander et 

al., (2004) 

Warraber Island, 

Australia 
(0.4) 2.0 (0.1) 0.5 (1.3) 8.0 

Lowe et al., 

(2005) 

Kaneohe Bay, 

Hawaiʻi 
(0.4) 1.1 (0.1) 0.7 (6.0) 14.0 

Lentz et al., 

(2015) 
Red Sea (0.3) 1.2 (0) 1.2 (4.0) 8.0 

Cheriton et 

al., (2016) 

Roi-Namur 

Island, Marshall 

Islands 

(0) 1.4 (0.3) 0.5 (8.0) 18.0 

Beetham et 

al., (2016) 

Funafuti Atoll, 

Tuvalu 
(0) 0.8 (0.5) 1.8 (10.0) 15.0 

Harris et al., 

(2018b) 

One Tree Reef, 

Australia 
(0.1) 3.6 (0.1) 1.0 (6.0) 18.0 

Pomeroy et 

al., (2019) 

Molokaʻi, 

Hawaiʻi 
(1.2) 2.0 (0.1) 0.6 (10.9) 18.3 

Rosenberger, 

Cheriton & 

Storlazzi 

(2021) 

Kwajalein 

Island, Marshall 

Islands 

(0.2) 1.6 (0) 0.8 (12.0) 18.0 

Rosenberger, 

Cheriton & 

Storlazzi 

(2021) 

Roi-Namur 

Island, Marshall 

Islands 

(0.7) 2.2 (0) 0.5 (4.0) 16.0 

Rosenberger, 

Cheriton & 

Storlazzi 

(2021) 

Maui, Hawaiʻi (2.5) 3.6 (0.3) 1.5 (8.3) 17.0 

 

 

 868 

  869 

DRAFT 

IN
 R

EVIS
IO

N



  870 

 T
a
b

le
 2

: 
M

o
d
el

 s
ce

n
ar

io
s 

b
as

ed
 o

n
 l

it
er

at
u
re

 v
al

u
es

 a
n
d
 o

b
se

rv
at

io
n
 d

at
a 

(T
ab

le
 1

) 
fo

r 
fo

u
r 

w
at

er
 d

ep
th

s 
(h

),
 f

iv
e 

si
g
n
if

ic
an

t 
w

av
e 

h
ei

g
h
ts

 

(H
s)

 a
n
d
 p

ea
k
 w

av
e 

p
er

io
d
s 

(T
p
).

 S
ce

n
ar

io
s 

w
it

h
 u

n
re

al
is

ti
c 

co
m

b
in

at
io

n
s 

o
f 

co
n
d
it

io
n
s 

(w
h

er
e 

H
s/

h
 ≥

 0
.7

3
 a

n
d

 H
s/
λ 

≥
 0

.1
4

2
) 

w
er

e 
el

im
in

at
ed

. 
 

  
H

s 
0

.4
 

  
  

  
  

0
.8

 
  

  
  

  
1
.2

 
  

  
  

  
1

.6
 

  
  

  
  

2
.0

 
  

  
  

  

h
 

T
p
 

4
 

8
 

1
2

 
1

6
 

2
0
 

4
 

8
 

1
2

 
1
6

 
2
0

 
4
 

8
 

1
2
 

1
6

 
2
0
 

4
 

8
 

1
2

 
1

6
 

2
0
 

4
 

8
 

1
2

 
1

6
 

2
0
 

1
.0

 
C

as
e 

ID
 

1
 

2
 

3
 

4
 

5
 

  
  

  
  

  
  

  
  

  
  

  
  

  
  

  
  

  
  

  
  

2
.0

 
  

6
 

7
 

8
 

9
 

1
0
 

1
1
 

1
2
 

1
3
 

1
4
 

1
5
 

1
6
 

1
7
 

1
8
 

1
9
 

2
0
 

  
  

  
  

  
  

  
  

  
  

3
.0

 
  

2
1
 

2
2
 

2
3
 

2
4
 

2
5
 

2
6
 

2
7
 

2
8
 

2
9
 

3
0
 

3
1
 

3
2
 

3
3
 

3
4
 

3
5
 

3
6
 

3
7
 

3
8
 

3
9
 

4
0
 

4
1
 

4
2
 

4
3
 

4
4
 

4
5
 

4
.0

 
  

4
6
 

4
7
 

4
8
 

4
9
 

5
0
 

5
1
 

5
2
 

5
3
 

5
4
 

5
5
 

5
6
 

5
7
 

5
8
 

5
9
 

6
0
 

6
1
 

6
2
 

6
3
 

6
4
 

6
5
 

6
6
 

6
7
 

6
8
 

6
9
 

7
0
 

  

DRAFT 

IN
 R

EVIS
IO

N



 871 

 

 
Figure 1: Morphology of the study area off Molokaʻi, Hawaiʻi, and the location of instruments 

used in model calibration and validation. (a – c) Map of deployment locations. (c) Location of 

instrument deployments and orientation of cross-sections used in numerical models. (d – e) 

Bathymetric profiles for Low (d) and High (e) Relief study sites, with fine-scale survey areas 

delineated by shaded areas. Symbols (⨁) above the still water level (z = 0 m) denote the across-

shore locations of digital wave gauges. In (c – e), “LR” refers to the Low Relief site instrument, 

“HR” the High Relief site instrument, and “ADCP” the Nortek Aquadopps. 
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Figure 2: Observed burst-averaged conditions during and after the model calibration period 

(25-26 June 2018) along the model transects between RBR1 and RBR2 spaced ~55 m apart in 

the across-shore direction. (a) Water depth. (b) Wave height. (c) Wave period. During the 

calibration period, the sea-swell RMS wave height (Hrms,SS) greatly exceeded the infragravity 

wave height (Hrms,IG); both were modulated by water depth. 
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Figure 3: Comparison of field measurements to numerical model results during the calibration 

period. Depth profiles of (a) cross-shore root-mean-squared wave velocity, Uw,rms. (b) vertical 

root-mean squared wave velocity, Ww,rms. and (c) TKE dissipation rate, ε, comparing 

observations (symbols) to model results (lines). Linear regressions between observations and 

model results, with goodness-of-fit (R2), scatter (Sc), and bias (B) indices for (d) cross-shore 

root-mean-squared wave velocity, Uw,rms. (e) vertical root-mean squared wave velocity, Ww,rms. 

and (f) TKE dissipation rate, ε,. For all subplots, blue is the Low Relief case and red the High 

Relief case. Note the field data are well represented by the models.  
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Figure 4: Timeseries of wave propagation along the (a) Low Relief model domain and (b) High 

Relief model domain for timesteps t = 50 – 54 s. The dashed area in each domain indicates the 

high-resolution area “the patch” of each model grid. In this area, vortices spin off the rough 

bathymetry as the wave crest passes overhead.  
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Figure 5: Wave attenuation across the (a) Low Relief and (b) High Relief patches, represented 

by the ratio of the spatial mean significant wave height ⟨𝐻𝑠⟩ and the significant wave height at 

the model inlet (𝐻𝑠0); the differences between the Low Relief and High Relief scenarios are 

presented in (c). Results are presented for all model scenarios at four water depths (h = 1 – 4 

m). Data points display the mean and one standard deviation and have been slightly offset at 

each value of Tp for display purposes. Note the greater wave attenuation across the higher relief 

patch, especially for shorter wave periods. 
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Figure 6: Wave energy dissipation from the model inlet across the (a) Low Relief and (b) High 

Relief patch areas under four water depths (h = 1 – 4 m) for all model scenarios; the differences 

between the Low Relief and High Relief scenarios are presented in (c).  Data points display the 

mean and one standard deviation and have been slightly offset at each value of Tp for display 

purposes. Note the general trend of greater wave energy dissipation for shorter wave periods. 
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Figure 7: Modeled turbulence (𝜀) and wave velocities (𝑈𝑤) for Low Relief scenarios with h = 1 

– 4 m and Tp = 4 – 20 s at a constant Hs = 0.4 m. (a – d) Time averaged TKE dissipation (𝜀)̅ for a 

subsection of the Low Relief patch for Tp = 12 s waves. (e – f) Depth profile of time and space 

mean wave velocity ⟨𝑈𝑤
̅̅ ̅̅ ⟩. (i – l) Depth profile of time and space mean normalized TKE 

dissipation ⟨𝜀⟩̅ by the mean wave velocity cubed 〈𝑈𝑤
3̅̅ ̅̅ ̅〉. The dashed line in e – l denotes the top 

of the bed roughness in a – c. Note the inflection point in the profiles in e – l corresponds to the 

top of the bed roughness. 
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Figure 8: Modeled turbulence (𝜀) and wave velocities (𝑈𝑤) for High Relief scenarios with h = 1 

– 4 m and Tp = 4 – 20 s at a constant Hs = 0.4 m. (a – d) Time averaged TKE dissipation (𝜀)̅ for a 

subsection of the High Relief patch for Tp = 12 s waves. (e – f) Depth profile of time and space 

mean wave velocity ⟨𝑈𝑤
̅̅ ̅̅ ⟩. (i – l) Depth profile of time and space mean normalized TKE 

dissipation ⟨𝜀⟩̅ by the mean wave velocity cubed 〈𝑈𝑤
3̅̅ ̅̅ ̅〉. Dashed line in e – l denotes the top of 

the bed roughness in a – c. Note the inflection point in the profiles in e – l corresponds to the top 

of the bed roughness, both of which are higher above the seabed than in Figure 7. 
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Figure 9: Comparison of mean normalized TKE dissipation for all (a) Low and (b) High 

Relief scenarios against the wave breaking parameter γ = Hs/h; the differences between the 

Low Relief and High Relief scenarios are presented in (c). Colors and symbols indicate the 

different wave periods (Tp = 4 – 20 s), and dashed lines are log-linear fits to the data to 

depict trends. Note the trends in greater dissipation for larger wave heights but less 

difference between the Low Relief and High Relief scenarios for longer wave periods. 
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Figure 10: Normalized turbulence for all Low and High Relief scenarios. Colors and 

symbols indicate the different wave periods (Tp = 4 – 20 s). The thick diagonal line is unity. 

Points that lie below the line indicate greater turbulence across the High Relief patch, 

whereas points that lie above the line indicate greater turbulence across the Low Relief 

patch. There is nearly one order of magnitude difference between the Low and High Relief 

cases for shorter wave periods, but this difference becomes less significant with increasing 

wave period. 

878 

Figure 11: Wave energy dissipation factors fe, representing the rate of conversion of wave 

motion into turbulence, as a function of Ab/kw for the (a) Low and (b) High Relief 

scenarios; the differences between the Low Relief and High Relief scenarios are presented 

in (c). Colors and symbols indicate the different wave periods (Tp = 4 – 20 s). The dashed 

black line is Eq. (5) (Nielsen 1992), and the solid black line is the power fit to the data as 

indicated in each plot legend. In (a) and (b), the High Relief cases have a greater slope than 

the Low Relief cases, implying that the conversion of wave momentum into turbulence 

occurs at a faster rate over rougher surfaces. Note in (c), negative values of the difference 

between Low and High Relief cases for Tp = 4 – 8 s suggests greater energy dissipation 

over High Relief bathymetry mainly occurs during shorter wave periods.  
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Figure S1: Model grid layout for the calibration cases. (a) Orthographic layout of the High 

Relief calibration mesh, with boundaries as colors and model boundary conditions listed. 

(b) The fine-scale patch area of the Low Relief model. (c) The fine-scale patch area of the 

High Relief model. In (b – c), shades represent cell sizes in terms of levels of mesh 

refinement: Level 0: 0.25 m; Level 1: 0.125 m; Level 2: 0.063 m; Level 3: 0.031 m; Level 

4: 0.016 m. 
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Figure A.1: The effect of model mesh refinement on the magnitude of the near-bed mean 

velocity magnitude, |𝑈̅|. Mesh sizes ranged from 0.3 m at the largest to 0.01 m at the 

smallest, corresponding to Levels 1 through 5 refinement, respectively. This test of mesh 

refinement was used to determine at which point the model results were grid-independent 

(the profiles converge), which occurs at “Level 3” refinement and above.  
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Figure A.2: (a) A comparison of wave energy flux (F) and (b) wave energy dissipation (D) 

between the upstream RBR1 and the ADCP at the High Relief site during the model 

calibration period on 25 June 2018.  
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Nomenclature 882 

Ab wave orbital excursion. 883 

a wave amplitude. 884 

Cg wave group velocity. 885 

Co Courant number. 886 

E total wave energy. 887 

F wave energy flux. 888 

fe wave energy dissipation factor. 889 

g gravitational constant (= 9.81 m/s2). 890 

H wave height. 891 

Hs significant wave height. 892 

Hs0 incident significant wave height. 893 

h water depth. 894 

 j  the j-th frequency component of a spectrum. 895 

k wavenumber. 896 

kw  bottom roughness. 897 

p* modified pressure after removing hydrostatic. 898 

r a representative value. 899 

rms root-mean-square. 900 

Sη water surface elevation spectrum. 901 

t time. 902 

T wave period. 903 

Tp peak wave period. 904 

Tm mean wave period. 905 

Tz zero-crossing wave period. 906 

ub near-bottom orbital velocity.  907 

U velocity magnitude. 908 

Uc horizontal (current) velocity. 909 

Uw oscillatory (wave) velocity. 910 

x across-shore distance. 911 

z+ wall distance function. 912 
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α fluid phase term (air: α = 0; water: α = 1). 913 

β wave direction. 914 

Δf spectral bandwidth. 915 

∆𝑥 model cell size in the direction of the velocity. 916 

ε turbulent kinetic energy dissipation rate. 917 

εb wave dissipation due to breaking. 918 

εb wave dissipation due to bottom friction. 919 

γ critical wave breaking parameter. 920 

𝜅𝑐 interface curvature (of the free surface). 921 

λ wavelength.  922 

μeff effective dynamic viscosity. 923 

ω wave radian frequency. 924 

ρ water density (= 1025 kg/m3). 925 

ψ wave phase. 926 

𝜎𝑟  the standard deviation of a bathymetric profile. 927 

𝜎𝑇  surface tension coefficient (=0.07 kg/s2). 928 

   ̅ temporal averaging operator. 929 

〈 〉 spatial averaging operator. 930 

 931 

Appendix A:  Model mesh scale calibration 932 
A numerical solution is determined to be grid-scale independent if the difference 933 

between two consecutive solutions is negligible after refining the grid. For the calibration 934 

step, grid-scale independence was assessed with a series of five models using the High Relief 935 

model domain, each varying the degree of grid cell resolution, from coarse (∆x = 0.3 – 0.15 936 

m) to very fine (∆x = 0.3 – 0.01 m) scales. Grid cell refinement levels were specified in 937 

snappyHexMesh as different integers (Level 1, 2, 3…) within the region of the mesh 938 

containing the free surface and in the fine-scale patch area of the model domain. During 939 

meshing, snappyHexMesh first splits the cells in the background mesh that intersect with the 940 

bathymetry. Mesh refinement occurs along this boundary and several layers of cells are 941 

formed by subdividing the initial mesh to the specified refinement level. Cells below the 942 

bathymetry are removed, and cells intersecting the bathymetry are snapped to the surface. 943 

Hence, greater refinement levels produce greater resolution of bathymetric features due to a 944 

smaller cell size near the boundary.  945 

Each refinement model was run with identical forcing conditions and model settings 946 

as described in Section 3.6.2. Model runs consisted of 512 s with a 64 s spin-up time and a 947 

sampling period that lasted roughly ten wave cycles. Models were sampled using a volume 948 

containing only the fine-scale patch area of the mesh. Profiles of the mean velocity 949 

magnitude |𝑈̅| were computed by averaging over the patch width and in time. In Figure A.1, 950 

the depth profiles of |𝑈̅| converge at Level 3 refinement and above, indicating grid-size 951 

independent results.  952 

In addition, the grid refinement models were also calibrated with the total observed wave 953 

energy dissipation during a subsection of the calibration window when waves were relatively 954 
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large. With this analysis, it was assumed that all energy dissipation within the fine-scale patch 955 

area of the model domain was due to bottom friction, and hence was equivalent to the wave 956 

energy dissipation (Eq. 2). The wave energy flux and dissipation were calculated between the 957 

RBR1 pressure transducer and the High Relief site ADCP. The mean wave energy flux and 958 

dissipation were computed from time-synchronized pressure measurements using a 959 

windowed time series with 300 s segments using a 30% overlap between segments over each 960 

burst. The total wave energy dissipation rate, hereafter D, is estimated from the spatial 961 

gradient of the measured wave energy flux F using a modified form of Eq. (2) (e.g., Huang et 962 

al. 2012),  963 

 964 

𝐷 = −
∆𝐹

∆𝑥 ∙ cos 𝜃
 (A.1) 

where ∆𝑥 is the distance between two adjacent measurement sites (= 55 m) and 𝜃 is the angle 965 

of the wave propagation relative to the line intersecting the two instruments. The wave 966 

energy flux in each frequency band j can be expressed as 967 

 968 

𝐹𝑗 =
1

2
𝜌𝑔𝑎𝑗

2𝐶𝑔,𝑗 (A.2) 

where 𝜌 is the water density (= 1025 kg/m3), g is the gravitational constant (= 9.81 m/s2), and 969 

Cg,j the wave group velocity. Following Dalrymple et al., (1984) Cg,j is estimated as 970 

 971 

𝐶𝑔,𝑗 =
1

2
(1 +

2𝑘𝑗ℎ

sinh 2𝑘𝑗ℎ
) [(

𝑔

𝑘𝑗
) tanh 𝑘𝑗ℎ]

1/2

 (A.3) 

where k is the wavenumber (= 2𝜋 𝜆⁄ , where 𝜆 is the wavelength calculated from the linear 972 

wave theory dispersion relation) and h is the burst-mean water depth. The total energy flux F 973 

was determined by summing (A.2) across the frequency band spanning 0.001 and 0.3 Hz, and 974 

D was determined with (A.1) with 𝜃 estimated as the mean wave direction at the ADCP 975 

sample site minus the heading separating the two instruments.  976 

 The observational time series for this calibration was 7 hours and 34 minutes in length 977 

(Figure A.2). During this time, the peak wave period was 17.6 s, which translates to 1,543 978 

“peak” waves. The mean wave energy dissipation during this period was 0.71 W/m2. The 979 

wave energy dissipation was assessed across 55 m, while the width of the fine-scale patch in 980 

the models is 12 m. Assuming a constant roughness of the reef flat, there are 4.5 fine-scale 981 

patches that can fit inside the 55 m separating the two instruments. Each model simulated 10 982 

waves, with the energy dissipation estimated as the spatial and temporal mean of the volume 983 

above the bed within the fine-scale patch of the model domain. The mean energy dissipation 984 

for the level 3, 4, and 5 models were respectively 5.5 x 10-4, 0.9 x 10-4, and 1.6 x 10-3 W/m2. 985 

Multiplying these values by 4.5 patch-widths and 154.3 per ten waves yields mean energy 986 

dissipation values of 0.38, 0.62, and 1.11 W/m2. Based on this exercise, the level 4 model 987 

most closely matched the observed wave energy dissipation and hence was chosen as the 988 

scale for the scenario models (Section 3.6.3).  989 
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