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Preface

Stochastic Processes in Atmospheric & Oceanic Dynamics was the theme at the 2015
GFD Program. Professors Charlie Doering (University of Michigan) and Henk Dijkstra
(University of Utrecht) were the principal lecturers. Their lectures were collectively two-
pronged. The first prong was launched by Charlie, who laid down the mathematical
foundations of random variables, stochastic processes and the nature and analysis of
stochastic differential equations. In the second, Henk took us through the many places in
the Atmosphere, Ocean and Climate system where the infrastructure from the first
prong plays out.

John Wettlaufer and Oliver Biihler were the stochastic co-directors. In keeping with
the theme, the Cottage was in constant motion with many visitors and long-term staff
members. Following the thematic principal lectures, the seminar room was busy all
summer, with talks spanning an impressive range of topics that we are typically fortunate
to experience in Walsh Cottage. Importantly, some of the newer staff ably jumped into
the supervision of fellows projects — directly or indirectly. The fellows pursued a rich
range of projects and have produced a fine set of reports. As usual they came from far
and wide:

* Yana Bebieva, Yale University

* Tom Beucler, Massachusetts Institute of Technology

* Tom Eaves, University of Cambridge

* Giovanni Fantuzzi, Imperial College London

* Anna FitzMaurice, Princeton University

* Florence Marcotte, Inst. Physique du Globe de Paris

* Gunnar Peng, University of Cambridge

* Cesar Rocha, University of California, San Diego

* Andre Souza, University of Michigan

e Chris Spalding, California Institute of Technology

As the second week wound down, the 2015 GFD Sears Public Lecture was given by
Susan Solomon (MIT) in Redfield Auditorium. She took us through a fascinating success
story of how science impacted policy and eventually the global economy in her talk
“Ozone Depletion: A Science and Policy Success Story.” As a key player in the Ozone Hole
Saga, Susan’s talk drew a large and engaged audience, who asked many questions.

Some important acknowledgements: Support from Anders Jensen in the laboratory
was appreciated, particularly as the going with some sensors got tough. Annie Doucette,
Janet Fields and Julie Hildebrandt formed the administrative team that ensured the

program ran with admirable efficiency. Srikanth Toppaladoddi, a 2012 fellow, was of
great help in corralling the disparate piece of the proceedings. We are indebted to WHOI



Academic Programs Office, who continue to provide an ideal atmosphere.

Finally, we note that the passing of Louis Howard, who impacted the program in
countless ways, marked the summer in a different manner. On 13 August 2015, a memorial
for Louis at Carriage House was organized by George Veronis. Those of us who were
fortunate to attend were emboldened by the many and varied stories shared by the
participants. His smile, encouragement and scientific sage will be deeply missed. A
detailed obituary is found at the following link:
https://math.mit.edu/about/history/obituaries /howard.php
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Lecture 1 - Mathematical Foundations of Stochastic Processes

Charles R. Doering; notes by Tom Beucler & Andre Souza

June 15, 2015

We will talk about stochastic processes in general but focusing on differential equations
with white noise coefficients in them. We will try to give an intuitive feeling for this field.
There is actually some sense in the whole thing. By the end of the lectures you should have
a clue of how to model systems with white noise.

When we are dealing with many-body nonlinear systems, there are too many variables.
They are too high dimensional to extract useful information, forcing us to use reduced
models. In applied math there is a great tradition of getting reduced models from large or
small parameters in equations or a separation of scales in time or length. We also model
things with noise. How do we know the difference between random and complicated? Well
we don’t. This is a difficult concept.

The great victory of this approach is statistical mechanics. Settling for bulk quantities
of interest as opposed to 1023 degrees of freedom was tractable and has stimulated people
in the physics community to try to take this concept to the extreme. There are a lot of
specific successes and examples, but no general theory.

Specifically what we be talking about:

1. Markov diffusion processes

2. Brownian motion

3. Gaussian white noise

4. Stochastic differential equations

5. Fokker-Planck equations or Forward Kolmogorov equations
6. Mean first passage times

SDEs are what you write down and the Fokker-Planck equations are what you can actually
solve. The latter equations give you the evolution for a probability density function.

A random variable X is characterized by its cumulative distribution function (CDF)
which is the probability that a random variable is below some scalar. In symbols (P(X < z)).
It is a monotonically increasing function with values between 0 and 1. It is “continuous
from the right”. The probablity distribution function is the derivative of the probability
with respect to x.

dCDF
x

PDF =



Another way to say it is PDF = P(z < X <z + dz)/dz where dz is an infinitesimal or
b
Pla<xz<b) = / PDF(x)dx

Stochastic Processes are a random functions of an “index set” which we will call time.
X (t) = Random variable

We can plot X (¢) (for a given realization of the random variable), which we will assume to
be continuous. We can ask the question “what is the probability that X (¢)” falls in some
window. We will now introduce some notation

PDF of X(t) = p(x,t)

This is not enough to answer all the statistical questions that we would like to pose. We also

need the joint distribution functions (p(x1, t1; x2, t2) 2-time) and p(xy, tn; Tp—1, tn—1; ---; 1, 1)
n-time. A property of white noise is that p(z1,t1)p(x2,t2). This type of process does not

have enough structure for us to do modeling. We don’t need an uncountable number of

joint distributions to have a well-defined probability space. Smooth things tend to have a

memory associated with them, thus white noise won’t be continuous. The condition

1= / p(z,t)dx

says that “I exist” and the compatibility condition is

o0
p(xl,tl)—/ p(x1,t1; 22, ta)dws.

— 00

This says that the probability of going through one window is the same as going through
the same window as well as an infinitely large window. See Figure 1.

To answer sensible questions about the random process we need all of the joint prob-
ability functions. Suppose that we just give the joint probabilities, then we need to check
the compatibility conditions.

p(r1,t1) (1)
p(w1,t1; w2, t2) (2)
(3)

(4)

p(z1,t1; 22, 12,5 3, 3) 3

4

We need to define expectations, averages, and moments of the random variables. The
expectation of a random variable is

E(X) = /OO zp(z)dr = (z) = X.



dX2

Xm

tl t2 t

Figure 1: p(x1,x9;t1,t2)dr1dzs is the probability that the process X (t) passes through
windows of sizes dx1 and dzs at times £; and ¢y respectively.

We can also calculate
B70)= [ fa)pla)ds

and get moments

E(XN) = /00 N p(z)de.

—0o0

Furthermore we have

N N
Jj=1 j=1

which are known as the n-point correlation functions. The two point correlation function
is sometimes known as THE correlation function. The moments DO NOT determine the
probability distribution (in general). If it is the case that

we say the variables are uncorrelated. This does not imply independence, but independence
does imply uncorrelated.



One more thing. Let’s talk about this idea of independence. Suppose that two events
A and B happen. We can look at P(A),P(B) and P(AN B) and P(A|B) = P(AN B)/P(B).
If the variables are independent then P(A|B) = P(A). For stochastic processes we may
want to know things like “given that my random variable went through window 1, what
is the probability that it goes through window 27”7 We write this as p(za,te|x1,t1) =
p(w2,ta;z1,t1)/p(T1, 1)

We have all these joint probability functions

(T, tn; Tn1,tn—1;...;21,t1)
P(Tn—1,tn—1;...;21,t1)

P(Cﬂn, tn|$n717 th—1;...; 21, tl) =

which is the probability of going through my latest window given that I went through all
the other windows. We are now in a position to define Markov processes. If

p(x’fla tn‘xn—b tn—l; ey L1y tl) = p(xna tn‘xn—la tn—1)7
we can reconstruct the n-point distribution function

Jj=N

P(Zns tn; Tn1,tn—1; s w1, t1) = p(1,t1) H p(xj, tilrj—1,t-1).
=2

A Markov process is independent of the past, given the present. An example of a Markov
process is a first order ODE.

Brownian motion (which is the same as Wiener process) is our next topic. These are
random functions of time denoted by

W(t) = Ws.
The probability density at ¢ = 0 is a delta function, p(w,0) = §(w). The transition density
is
1 (wfw’)2

1
w,tw’,t' = ¢ 2
Pl 1) = e

We have

W2
t

[NIES

& 1
w,t) = w,t|w’,0)p(W’,0)dw = ——e~
o) = [ ot 0 00 = ——

There are some properties of Brownian motion that are absolutely essential to understanding
white noise which we will talk about next time.



Lecture 2 - Mathematical Foundations of Stochastic Processes

Charles R. Doering; notes by Gunnar Peng & Chris Spalding

June 16, 2015

1 Examples for last lecture

The moments do not determine the distribution. Consider the log-normal distri-
bution and perturbed versions, whose PDF's are

fo(z) = (2m) 2z~ e (o8 ®)®/2 ¢ (2} = fo(2)[1 + asin(2rlogz)] with |a| < 1. (1)

It can be verified that these have the same moments — the nth moment is e”/2 — even

though the distributions are different. (Roughly speaking, the moments do determine the
distribution if they do not grow too quickly, and evidently e*/2 is too quick.)

Uncorrelation does not imply independence. The random variables
X ~ Uniform[—1, 1] and Y = X? (2)

are clearly not independent. However, if we consider their mutual covariance,

EXY]=E[X* =0, [E[X]=0, E[Y]=E[X?=1/3 = E[XY] =0 = E[X]E[Y],

3)

it becomes apparent that the variables are uncorrelated.

2 Brownian motion / Wiener process (continued)
Recall. The Wiener process W (t) = W; has transition probabilities and initial condition

w — w')?
p(w,t ‘ w' ') = 27T(1t_8)exp (;(t—s)> for t > s, p(w,0) =d6(w), (4)

which is illustrated in Figure 2. From this continuous distribution we can recover the
discretized, n-time, probability density

P(Wi,y t; s we, 1) = plwy, ty ‘ Wp—1,tn—-1) - - . p(wa, to } wi, t1)p(wy, t1) for ty > -

(5)
Note that this is a natural factorization into independent increments, reflecting the Marko-
vian property that each future increment is independent of the past.

> 1.



2 Wiener process

0 1 2 3 4 ) 6 7 8
Figure 1: A typical realization of a Wiener process beginning at W (0) = 0. The step size
used was At = 0.001.

To simulate the Wiener process on a computer, we discretize time from, say, tg = 0 to
tn, and start with wg = 0. Given the current value w,,, we repeatedly draw the next random
value wy41 using the probability distribution p(wyy1,tp+1 ’ W, ty) given by Equation 4.
This yields a single realization of the process; an example is shown in figure 1.

For comparison, Figure 3 displays both the continuous distribution (Equation 4) and
a discrete distribution, obtained by sampling multiple realizations of the Wiener process
(a typical example of which is shown in Figure 1). As is apparent, the continuous and
discrete distributions look very similar, at least with the sample size of 10,000 used here.
Note that the size of the time steps used to obtain realizations of the process does not affect
the distribution, since the distribution obtained is given by equation 5, which is not an
approximation.

Moments. The odd moments of a Wiener process vanish by symmetry, while the even
moments may be calculated through integration by parts:

E [W(t)*"t!] = /OO W™ p(w, t) dw = 0, (6)
E [W(t)*"] = /OO w?" p(w, t) dw = (22:;)!! "
=(2n—1)-(2n—3)-----3-1t", (7)
(8)
e.g. EW (@)% =t,  EW®)Y =33  EW(@®)° =153 (9)

Correlation: It can be shown that, for ¢ > s,

EW ()W (s)] = /_00 dw /_OO dw ww' p(w, t;w', s) = s, (10)



t=0.0 :- S(w))

Figure 2: Tllustration of the transition probability (density) appropriate for a Wiener process
as a function of time. The initial distribution, set at time t = s = 0, is a delta function
centered on w’ = —1.

and hence, in general E[W (¢)W (s)] = min(¢, s).
Exercise: Prove it the old-fashioned way (i.e., by changing variables and integrating)!
One may get the answer through the slicker method below:

E[W (t)W (s)] = E[{W (t) — W (s)} W (s) + W (s)’]
= E[W () — W(s)|E[W(s)] + s = s, (11)

where we used that the increment W (t) — W (s) is independent of the past W (s) provided
that t > s.

2.1 Discrete analysis

Consider a discrete increment AW (t) = W (t + At) — W (t). It has mean and variance

E[AW ()] = E[W (¢ + At)] — E[W(1)] = 0, (122)
0 0

E[AW (1)%] = B[W (t + At)?] —2E[W (t + AW (t)] +E[W ()?] = At. (12b)
t+At t (the earlier time) 3

This suggests that AW (t) = O(vAt). Hence AW/At = O(1/v At) which will not converge
as we take the continuum limit. Hence, W (t) is not differentiable. However, there is no



reason we can’t simply tabulate the random variable AW (t) /At for many time-steps of finite
width At > 0. We call this Gaussian white noise (GWN). From realizations of W (t) (such as
the one illustrated in Figure 1), we can explicitly calculate AW/At (see Figure 4), provided
that At is a multiple of the time step used to generate W (t). The GWN thus created
remains confined to the ‘x’-axis - reflecting its statistically steady nature. Deviations from
zero occur with a typical magnitude that is of order 1/ VAt where At~ is the rate at which
the derivative is sampled.

1400 |

1200 | discrete sampling
versus
1000 | continuous distribution

800
600 }

400 |

number of counts

200 |

Figure 3: A comparison between the continuous distribution (as plotted in Figure 2) and
the discrete distribution obtained by sampling multiple realizations of the Wiener Process
(such as the one shown in Figure 1) starting with W = 0 at s = 0. Specifically, we recorded
the value of W(t) for N = 10,000 realizations of the Wiener process at the three values
of time illustrated in Figure 2 (¢ = 0.1,0.2 and 0.6). The resulting histograms, binned in
groups of width 0.1, are presented. The respective continuous distributions, with mean
w’ = 0, are superimposed for comparison.

2.2 Continuous analysis

We (formally) define Gaussian white noise as

AW

€ =" (13)

This is a distribution-valued process, in contrast to a function-valued process. Hence, we
investigate it through integration against smooth test functions (with compact support). If
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Figure 4: Numerical calculation of AW (t)/At sampled from the specific realization of W (t)
that is illustrated in Figure 1. We sample with 4 different values of the discrete time interval
At (0.08, 0.04, 0.02 and 0.01). Gaussian white noise (GWN) is defined through such an
operation. The GWN arising out of the Wiener process is statistically steady and confined
to the ‘z’-axis. Fluctuations from zero occur with a typical magnitude of the same order as

~1 = (At)~1/2, When compared to Figure 1 just after ¢t = 3, for example, W (t) begins to
fall at the point where a large negative excursion occurs in AW/At.

©(t) is such a function, then we define
= / E(t)p(t)dt = —/ W(t)'(t)dt (using integration by parts). (14)
0 0

This is a Gaussian random variable with mean E[¢§ = — [EW '(t)ydt = 0. (We
assume that integrals and expectations commute When necessary. ) For the variance, we

compute
_E [/OOO W) (1) dt/ooo W(s)e ds} / / W (s)] @ (£) (s) dt ds.

We simplify the s-integral first, by integrating by parts:

To@mineds=— [ e = B[]l =— [ d0 ([ eeas) a,
0 0 0 0



where the first equality came from noticing that min(t, s) as a function of s has a gradient
of unity for s < ¢t and zero elsewhere.
A second integration by parts yields the variance,

E [¢[o)?] = /0 () = /0 h /0 " o(B)p(s)3(t — 5) dt ds. 17)

Comparing the final expression with the formal calculation

E[¢lel?] =E| | ewetan et ds] = [7 [T Eleosersmeeatas a3

suggests the formal result

(E[E(1)E(s)] = 3t — 5). | (19)

A similar calculation yields E [¢[@]¢[] = [ @(t)(t) dt.
We note that white noise is stationary, i.e. its statistics are independent of time. For
any stationary process, the covariance is

C(t,s) = ELX ()X (s)] - E[X ())E[X ()] = E[X (t - 5)X(0)] - E[X(0)]" = c(t — 5), (20)

i.e. a function of ¢ — s only. We define the power spectrum as the Fourier transform

S(w) = / T e(t)et dr. (21)

— 00

For Gaussian white noise,
c(t—s)=E[£(t)&(s)] =0(t — s) = S(w) = /oo 5(75)6’“”e dt = 1. (22)

The noise is called “white” because it has a flat power spectrum, i.e. the same amount of
energy at each frequency.

3 Stochastic differential equations, a.k.a. Langevin equa-
tions

A stochastic differential equation (SDE) is one that contains noise terms £(t).

Example. What is the solution X (t) to the equation

dX
< =), (23)

with X (0) = 07 It’s clearly X (¢) = W(t)!

Now, each X (¢) is but one random realization of the variable X described by the tran-
sition density p. In order to describe the spatial and temporal evolution of an ensemble of
such realizations of X (t), it is appropriate to ask how p itself evolves. For a pure Wiener
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process (Exercise), show that the transition density satisfies the diffusion equation and
the initial condition

I S G Y el e op _19%
p(x,t}y,s)— 27T(t_s)exp( 5 . = 5% = 3522 for t>s,
plz,s) = d0(z —y). (24)

Since distributions can only be manipulated linearly, the most general SDE (without
time delay) has the form

dX(t)

S = P, + g(X (1), D€, (25a)

which some mathematicians write (in a futile attempt to avoid differentiating non-differentiable
things) as

The first term (with the function f) represents a deterministic, ‘drift’, term such as may be
found in a regular dynamical systems equation. The second term describes stochastic noise
with amplitude g.

The equivalent integral forms may be written as

X(t) = X(0) + /0 F(X(s),5)ds + /0 (X (s), $)&(s) ds (26a)

t t
X, = X, —|—/f(XS,s)ds —i—/g(Xs,s)dWS. (26b)
0 0

(Note that the limits on the last integral indicate the range of s, not Ws.) The last integrals,
involving the stochastic terms £(s) or dWj, are ambiguous, and we will find that they may
give different answers depending on how they are interpreted.

We mainly work with the Ito interpretation, in which (25) is defined as the continuous-
time limit of the discrete-time system

AX(8) = X(t+ At) — X() = F(X(1),8) At + g(X(t),£) AW (1), (27)

where AW (t) = W(t + At) — W(t) ~ N(0,vAt) (with X(0) determined by an initial
condition).

3.1 Conditional expectations

Recall. For t > s, the conditional expectation

E[F(X(t) | X(s)=y] = /_00 F(z)p(z,t | y,s)dz. (28)
For example, -
E[W(@) | W(s)=u'] :/_ wp(w,t | w',s)dw=w' (29)

11



We now compute the expectation E [AX (t) | X(t) = z] in two different ways. Firstly,
in terms of the density:
E[AX(t) | X(t)=z] =E[X(t+At) | X(t) =z] —E[X(t) | X(t) =z] = (30a)

~~
€T

= /x/p(:c',t—l—At ’ x,t) df—az/p(f,t—}—At ‘ z,t)dz’ = (30b)

1in d'nguise
= /(x’ —a)p(a’ t+ At | z,t)da’. (30c)
Secondly, making use of (27):

E[AX(t) | X(t)=2] =E[f(X(1),t) | X(t) =] At+E [g(X(t),t) AW(t) | X(t) =z| =
N ——r’

——
independent

(31a)

= f(z, t) At + E [g(X(t),t) | X(t) =z E[AW(t) | X(t) = 2] = f(z,t) At
g(z,t) 0
(31b)
Hence, we conclude that
/OO (2’ — ) p(a’, t + At | z,t)da’ = f(x,t) At. (32)

Similarly, we compute the expectation E [AX (t)? | X(t) = z] in two different ways:

E [AX(t)2 | X(t) ==] = /(JU’ —z)2p(2’ t + At | z,t)da’  as before, and (33a)
E[AX®)? | X(t) =z] = IEW/ [f(2,t) At + g(2', 1) AW(t)]Qp(x’,t + At|z,t)da’ =
(33b)
= fz,t)2 At 4 g(2,t) Ew[AW (1)] +g(z, 1) Ew [AW (£)?] . (33c)
0 At
Hence,
/00 (' — 2)? p(z’, t + At ‘ x,t)da’ = f(x,t)? At? + g(x,t)* At. (34)

12



Lecture 3 - Mathematical Foundations of Stochastic Processes

Charles R. Doering; notes by Florence Marcotte & Cesar B. Rocha

June 17, 2015

Recalling from lecture 2 that we are studying the general first-order linear stochastic ordi-
nary differential equation

AX = f(X(1), 1) + g(X (1), 1)E(t) At (1)
where £(t) is a Gaussian white noise, and
AX(t) = X(t+At)—X(t), (2)

with
X(0) = Xp. (3)

The first and second moments of the transition density are

[ =2ty + Ala )ty = BAXOIX(0) = ) = (X 04, (4)

/ (y — 2)?p(y, t + Atlz, t)dy = E(AX (8)*| X (1) = 2) = f(X,1)*A8* + g(X(1),1)?At, (5)
The higher order moments (n > 2) are smaller than O(At):

E(AX (1) X () = z) = A(At). (6)

The Fokker-Planck equation

The Chapman-Kolmogorov relation for the Markovian probability density p gives the transi-
tion density from state y at time s to state x at time ¢ (where s < ¢) through an intermediate
state z at time u, by integrating over all the possible intermediate states z:

pmw%$—/¢m¢awMam%ﬁw. (7)

This relation will be used here to interpret a stochastic differential equation as a continuous
limit of the discrete process above. Let ¢(X) a smooth test-function.

/go(w)p(w,t + Atly, s)dx :/dxgo(:v) /p(w,t + At|z, t)p(z, tly, s)dz

= /dzp(z,t|y,s)/dx@(m)p(x,t+At|z,t). (8)
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Expanding ¢(z) about ¢(z) for small At we obtain

T — z)?
(2)@"(2) +.... 9)

Hence, using the moments formulae (4) through (6), we have

/cp(x)p(x,t + Atz t)dz =p(2) /p(z, t+ At|z, t)dz +¢'(2) /(az —2)p(z,t + At|z, t)dz

~~

=1 =f(z,t)At

p(z) = p(2) + (z — 2)¢'(2) +

(10)
+ %gp”(z) /(m — 2)p(w,t + At|z, t)dz +O(At) . (11)

=f(2,t)2At2+g(2,t)2 At

/SO(Z) <p(z7t + Atlyzz — (= 1y, S)> & = (12)

Thus

[ (#1160 + 50" 1002 ) ol )z + O, (13)

Since p(z) is arbitrary, in the continuous limit we obtain the following partial differential
equation (PDE) for the Markovian transition density p(z, t|y, s);

gtp(x,ty,s) = ;x [<—f(x,t) + éaig(x,t)Z) p(my?s)] : (14)

known as the Fokker-Planck (or forward Kolmogorov) equation. To solve (14) we need
initial data and boundary conditions. Here we will only worry about the former, which is
given by
lim p(z, tly, s) = d(z — y), (15)
t—s

where the limit above is taken from the right (i.e., t > s). The derivation of the Fokker-
Planck equation can be generalized to higher dimensions. Consider the n-dimensional
stochastic process

X(t) = (X1(t), X2(t),...) = Xi(t) . (16)
The stochastic differential equation is
dX;
T fi(x,t) + gij(x,1)&; () , (17)

where the summation over repeated indices is implicit. The associated Fokker-Planck equa-
tion for the Markovian transition density is

0 0 1 0
aP(X,tb’» 5) = 0z, [(fz + 28%91‘/%9‘7‘19) P(Xvﬂy, S)} ) (18)

where we can introduce the symmetric positive, semi-definite diffusion matrix D;; def GikGjk-
At this point it is important to remark that different interpretations of the stochastic dif-
ferential equation lead to different partial differential equations on the transition density.
We will take up this important fact later.

14



Ito’s Lemma

Let X; be a stochastic variable whose evolution is governed by the following SDE, according
to It6’s interpretation:

dX; = f(Xy)dt + g(X;)dWs, (19)

and whose transition probability density satisfies the following Fokker-Planck (or Kol-
mogorov Forward) equation

88’? = ;;( [(—f + ;5(9()()2) px] : (20)

We emphasize that the subscripts above are labels — they do not represent partial differen-
tiation.
Now consider a function of the random process X (¢) with a well defined inverse

Y = F(X) < X =G(Y). (21)

We want to find a stochastic differential equation for Y and thus we write

pydY = pxdX, (22)
and 0 0 0 0
- = ,7 / -

ox oy " Yax T ave (23)

from which we obtain

dpy 0 9\ 0 o101,
ot oy [( f*zax )FW]:W[(—FHZMF(F)?)W]. (24)

Finally, the equation for the Markovian transition density is then

dpy _ 0 no 10 \2
o oy K F'f - *F +537(9F) py | - (25)
Using our “recipe”, we obtain the associated stochastic differential equation
1
dy = <F’ f+ 2F”92> dt 4+ gF'dW (26)
1
dF(X) = F'(X)dX + 5F”(X)(dX)2 : (27)

plugging in the equation for dX, using (dX)? = g2dt + (At), we obtain
1
dF(X) = (F’(X) f+ 2F"(X)92) dt + gF'dw . (28)

Equation (28) is known as It6’s change of variables formula or It6’s lemma (note the extra-
term +F"(X)g?, due to the presence of the noise).

15



A linear example: The Ornstein—Uhlenbeck equation

Consider the following model

(iT[t] =—U +d§(t), (29)

where v and o are constants, which is Langevin equation with a linear damping term (first
term on the right hand side), the second term being a fluctuation forcing. This could model
for example the acceleration of a solid body immersed in a fluid, resulting on the combination
of the Stokes drag (if the fluid happens to have a mean flow) and the constant battering of
molecules around the body (white noise). Using Itd’s interpretation, the associated Fokker-
Planck equation is

0 0 o 0
giptutos) =5 | (yu+ G ghotudo9)|. (30)
with the initial condition
%gr; p(u,tlv,s) =d(u—v). (31)
The solution is then
1 1 (u —ve (t=9))2
U, t|v,8) = ————=exp | —= , 32
plu,tlv, ) 2rX(t —s) P [ 2 X(t-s) (32)
with )
)X T (2t
St —s) < o (1 e ) . (33)

To obtain an equation for the expectation of u, we just take the expectation of (29), to
obtain

dE(U)
= _~E 4
= B, (34)
whose solution is
E(U) = ve™7¢=5) (35)

To derive an equation for the second moment, we first obtain an equation for U?. Using
Itd’s change of variables (28) we have

F=v* F'=2u, and F"=2, (36)
we obtain
dU? = —2yU?dt + 2UcdW + o?dt . (37)
or
dU? = 2UdU + o2dt. (38)

The last term in (38) arises from the presence of the noise term. Now take the expectation
of (38) to obtain

dE(U?) = —29E(U?)dt + o2dt, (39)
or d 9
E(U

ét ) _ —2E(U?) + 0, (40)
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with the initial condition
E(U?) =v?,t —s.

The Markovian density equilibrates to a stationary state

T -l

lim p(u,tlv,s) = e 2"

t00 To?

which is in the form

P, 1o, ) = plu, tlo, 8)p" (v)

For the stationary state, the covariance is

2

stat _ . _9 —[t—s|
E*(U(t)U(s)) = uvp(u, t;v, s)dudv = e .
Y
The power spectrum is simply the Fourier transform of the autocovariance C(t)
[e.e]
S(w) e / C(t)e “idt.

—0o0

Hence we obtain the Lorenzian spectrum

o) 2
S(w) = / g—e_w'_wtdt = 721 5 -
oo 27 7+ w

2

(42)

(43)

(44)

(45)

(46)

Note that with (46) we can recover a flat spectrum in the white noise limit v — oo with

appropriately rescaled noise amplitude.
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Figure 1: The stationary covariance (left) and spectrum (right) for the Ornstein—Uhlenbeck

process with v = 1 and % = 0.1.
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A nonlinear example: The logistic equation

As an example of nonlinear equation, we consider the logistic equation
dX = (uX — X?)dt, (47)

where p represents the ratio of birth rate to death rate, with initial condition X (0) = Xy >
0. This is also known as the Verhulst model for population dynamics. The behavior of the
deterministic equation (47) is well known; at large ¢, the solution approaches the fixed point
w (this is sometimes referred to as the carrying capacity of the system).

We now consider a stochastic logistic equation by adding a white noise term to the ratio
of birth rate to death rate:

pu(t) = p+og(t), (48)

with 1 a constant. The stochastic differential equation is then
dX = (pX — X?)dt + o X£(t)dt, (49)

with the associated Fokker-Planck equation

2
‘;’zg([(x?—ngu‘;g(ﬁ) p] . (50)
Figure (2) shows numerical simulations for the stochastic logistic equation with two
different initial conditions and various levels of noise. As discussed above, the deterministic
behavior is well known; the solution initially grows (X (0) < u) or decays (X(0) > p) and
asymptotically approaches the steady state, or the carrying capacity of the system, u. For
small noise (o < 0.1), the solutions oscillate about the deterministic solution. For moderate
noise levels (02 ~ O(1)), the solutions become very intermittent. For even larger levels of
noise, the solutions show a tendency towards extinction.
If there is a stationary state then it must satisfy

N ICRC
In general we can write
0 0
0= 2 K_ i+ 28X9<X>2> } , (52)
from which we find N X
- el f]

With the explicit f and g from the stochastic version of the Verhulst model, we obtain
pstat(X) — NXQ(ﬂ/UZ—l)e—O_%X ) (54)

The normalization constant is defined as

2\ (2f/0%-1) -
/psmt(X)dX 1= N (2) T (iﬂ; - 1> =1, (55)
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where I'(x) is the gamma function. Note that for fi/0? < 1/2 the normalization constant
defined above is not bounded. Thus there is no stationary state with support on = > 0.
For every small € > 0, the probability for X; to fall above ¢ > 0 as time goes to oo is 1
(convergence in probability).

Figure 3 shows a comparison of the stationary probability density (53) with empirical
probability densities at ¢ = 50 based on 10000 numerical simulations, similar to those
presented in figure 2. With small noise, the probability density function almost Gaussian.
As the level of noise increases, the probability density becomes highly skewed (the solution
becomes highly intermittent). Moreover, there is a qualitative change in the behavior of the
stationary density functions for o > 1.0 in (53). With a large level of noise, the probability
density function is compressed near x = 0 (the probability of extinction is very high).

=00 o’ =0.01 @ =01

" Tk tom
0) =0.01 4] —— X(0)=0.01 —— X(0)=0.01
—— X(0) =5. — X(0)=5

X(t)
(
X(t)
w

Time Time Time

=05 7 =1.0 P =15
o s o
—— X(0) =001 — X(0)=0.01 — X(0)=0.01
X(0) =5. X(0) =5. X(0) =5.

=20 o =5.0 o =10.0

6 TR TR 6| TR

—— X(0) =0.01 4 —— X(0)=0.01 — X(0) =0.01
5| — X(0)=5. — X(0)=5. 5| — X(0)=5.

Figure 2: Numerical solutions to the stochastic logistic equation with i = 1 for various
levels of noise. Note that 02 = 0 is simply the deterministic solution. For high levels of
noise (02 > 1), one observes a tendency towards extinction.
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Figure 3: A comparison between the analytical stationary probability density function Eq.
(53) (solid lines) against the empirical probability function (dots) at ¢ = 50 based on 10000
simulations of the stochastic logistic equation with @ = 1. Note the qualitative change at

0? > 1. (In these figure labels X from Eq. (53) is written as .)
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Lecture 4 - Mathematical Foundations of Stochastic Processes
(substitute lecturer Oliver Biihler)

Oliver Biihler; notes by Tom Eaves & Anna FitzMaurice

June 18, 2015

1 Ito calculus
Recall that for the stochastic differential equation
dX; = f(Xy)dt + g(Xy)dWy (1)

we have the important relations

E(g(X:)dW;) =0 (2)
AW dW; = dt (3)
E(dW (t1)dW (t2)) = 0(t1 — t2)dt1dis (4)

We would like to reconcile the fact that we have terms of order dt and terms of order
V/dt in the same equation. Essentially, dW; is large and incoherent, whereas dt is small but
coherent, and they act together to result in equal contributions. The fact that dW;dW; = dt
means that when attempting to work with the chain rule when changing variables, we need
to evaluate more derivatives than expected in order to complete the stochastic differental
equation to the correct order. For example,

A(F(Xy)) = F'(X)dX, + F"(X;)dX:d X, /2 + o(d X, d Xy). (5)

Additionally, dW;dW; = dt requires careful interpretation. Recall that for finite incre-

ments in the Weiner process,
E(AW?) = At (6)

and so the infinitesimal statement should be interpreted as any errors associated with ap-
proximating AW? ~ At are canceled in the limit of infinitesimal increments which are then
summed over as an integral, and this process works because we are summing a family of
independent Gaussian-distributed random variables.

With the Ito calculus rule (5) we may re-examine the examples already considered
without reference to the Fokker—Planck equation.
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1.1 Ornstein-Uhlenbeck Equation

Consider again the Ornstein-Uhlenbeck stochastic differential equation
dU; = —yUdt + odW4.
We can in fact integrate this exactly by multiplying through by et to get
d(e"U;) = eVtodWy,

and so .
U, = Upe "t 4+ oe_'Yt/ e dWs,
0
which gives the expectation
E(U;) = e’”tIE(UO)
and variance

t t
E(U2) = o%e 2t / / Y EITSDR(AW (51)dW (s2)).
0 Jo

(9)

(10)

(11)

We could instead obtain these results directly from the stochastic differential equation
by forming an equation for d(U2) using Ito calculus. From the Ito formula (5) we have

dU)  dUdU;
2 2

and from (7) and the relation dW;dW, = dt,

U dU; =

dUdU; = o2dt + o(dt),
which gives
d U2 2
(Qt ) _ %dt = —U2dt + UyodW.

In steady state E®(d) = 0 and so

0.2

5 =E U,

which is the fluctuation-dissipation relation for this process.

1.2 Linear population model

Consider the stochastic differential equation
dXt = ,uXtdt + O'Xtth.

This equation can be interpreted as a random interest rate model.
We have

and so
E(X;) = Xoet.
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We also have

n(n — 1) X 2dX;d X,

d(X]) = nX1dX, + 5 (19)
= (nu + n(n—21)02> X/dt + noX['dW, (20)

and so the n-th moment is
E(X}) = X{ exp Kn,u + W) t] . (21)

Alternatively, using the Ito calculus formula (5), we note that in the absence of noise,
we would be interested in d(log(X)), and so we compute

dXt _ dXtht o dXt 02dt

d(log(X;)) = = — 22
( Og( t)) Xt 2Xt2 Xt 2 ( )
o2
Hence, the solution is
o2
X: = Xpexp [(u — 2> t+ aWt] . (24)

We can reconcile the fact that at first glance the results E(W;) = 0 and E(X;) = Xget
appear incompatible with this solution by recognising that the occasions for which W; > 0
and W; < 0 do not contribute equally after exponentiating.

From this solution we see that if 2 > 2y, then extinction is guaranteed almost surely,
as for the nonlinear population model discussed in a previous lecture. This is since near
extinction, X is small, and so the linearised approximation is accurate.

We can find the transition density p(z,t|zo,0) by solving the Fokker—Planck equation
for py (y,t|yo,0) for the variable Y; = log(X), since

opy _ (o _ \Opy o Ppy
ot oy 2 Oy?’

- (25)

which can be solved with Fourier transforms to give

2
1 (y—yo—<u—%2)t) 06
PY = WQXP - 2021 ) (26)

and so Y; is normally distributed, meaning that X; is log-normally distributed, with

2
1 <10gac —logxg — (,u — %2> t)
t|xg,0) = ———— —
Pz, tlwo,0) = ——m—-exp 557
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Now let € > 0. Then,

B [ 1 loge—logxg—(u—§)t
P(X; > €| Xo = z9) = /6 p(z, t|zo, 0)dx = ﬁerfc ( o . (28)

and so if 02 > 2u, we have that P(X; > ¢|Xy = z9) — 0 as t — oo, despite the fact
that E(X}) = Xoexp(put). Almost all trajectories decay eventually, but the moments of the
distribution grow rapidly, and so in an ensemble we expect an occasional ‘success’. We can
see that the distribution becomes more shifted towards x = 0 as time ¢ increases in Figure
1, in which the distribution for u =1, ¢ = 2 and x¢p = 1 is plotted at various times.

Figure 1: The transition density p(x,t|1,0) for the linear population growth model with
f=1and o =2 at times ¢ = 0.0001, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 1 and 2.

1.3 Nonlinear population model

Consider the stochastic differential equation

dX; = (uX; — X2)dt + o X;dW;. (29)
Let Yy = X, 1. Then, the It5 calculus formula (5) gives
dX; dXdX;
dY; = — 30
X — X2)dt + o X dW, 2X2dt
_ X t)2+a AL (31)
Xi Xi
=(1—(p—cHY)dt — oY, dW,, (32)
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which is linear in Y;.
Then,
E(dY;) = —(n — o*)E(Y;dt), (33)

which gives ,
E(Y;) = Ybe_(”_“' t s 50 ast — oo if w< 02, (34)

as expected from a previous lecture.

2 Probability currents and steady states

Recall the Fokker-Planck equation for x € R™ and noise w € R™ subject to

Xm = fldt + gijd”j, (35)
namely
8p 82 D,L
- < (pf) = J
o TV N = G, ( 2 p)’ (36)

where D;; = g;rg;k is an n X n matrix.
We can introduce a probability current J by

op B
5% +V-J=0, (37)
and so 5 D
Y ij
5=t 5 () (38)

To have a steady state we need V - J = 0, which can be achieved in two ways.

1. J = 0 corresponds to equilibrium solutions, or detailed balance solutions in which
each point of any boundary has zero net flux across it.

2. J # 0 corresponds to solutions with flux.

First consider J = 0. Then, write p = ¢~ > 0. The condition J = 0 becomes

Dij 06 _

787% = —(fi +v), (39)
where 5 /D

tj
i = T 45 ) 4
° d; ( 2 > “0)

and so provided that D;; is invertible the solution is obtained from

99 1

— = 2D (v; + f3). 41

5, = 205 (it £) (41)

Given that the left hand side of this equation is V¢, we have a compatibility condition
for the existence of such a solution,

cur(D™' - (v +f)) = 0. (42)

We now show some examples of density currents satisfying V -J = 0.
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2.1 Uniform noise

This is an example of V - J = 0 achieved through J = 0. Let D;; o< d;;. Then (41) becomes
f = V¢, which is a gradient drift solution, and for compatibility we require V x f = 0.
2.2 Gradient flow plus Hamiltonian flow

In two dimensions, let f = —02V¢ + V x (H%3) and D;; = 20262-]-.
The corresponding deterministic equation would be

I:l — _¢:E1 - szv (43)
Tg = _¢22 + Hxla (44)

i.e. the sum of a gradient flow ¢ and a Hamiltonian flow H.
An example of such a stochastic differential equation would be noisy rotating decay

AU; = —yUdt + fVidt + odW, (45)
AV, = —AV,dt — fUdt + ocdW,,. (46)

For this f and D, try the solution p = e~ to get
J=e%f +0e ?Vo. (47)
When taking the divergence, many terms cancel, and we are left with
V-J=—e%V¢- -V x (Hks), (48)
and so we obtain V - J = 0 provided that
J(¢,H) =0, (49)

where J(-,-) is the Jacobian.

2.3 Forced harmonic oscillator

The stochastic differential equation

dX; = Yidt, (50)

dY; = — Xy dt — vYiedt + odWy, (51)
has stationary solution

p° = Nexp (—%(xz + y2)> : (52)

3 Kolmogorov Backward Equation

We have so far considered the Fokker-Planck equation, which tells us the evolution forwards
in time of a probability distribution for a given SDE from a corresponding initial condition.
We now derive the Kolmogorov Backward Equation (KBE), which can be thought of as the
PDE governing the evolution of a distribution backwards in time, and will subsequently
demonstrate the application of this equation to a variety of problems of interest.
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3.1 Derivation of the KBE

Starting from the Chapman-Kolmogorov equation (which follows simply from the Markov
property for all Markovian processes)

oz, tly,s) = / ol tl’ ¢)p(a! ¥y, s) da, (53)

—00

differentiate with respect to t’ to obtain

0:/ [gé(w tlz’,t")p (x/ﬂt/’yvs)+,0<37,t’[]3/,t)§§(x ]y, s)| dz'. (54)

Now substituting for %(z t'|y, s) using the Fokker-Planck (forward) equation, and using

integration by parts

<, Op 7oy ,
0= dx @(‘xaﬂxvt)p(‘xat‘yﬂs)
— 00

0 10
oot )0 (1) + 5 o) o' Vs
> 0 0 1 0?
0= [ da’ o' tlys) [aﬁ@c e ¥) + f (@) 55 (' #) + 95 (i ta' )

/

If we now let the time interval [t' — s| — 0, then p(z/,t'|y, s) — d(z' — y), so we are left with

0 0 1 0?
0= 5, thyss) + S () 5o (o tly: ) & 590)° 5 5ty ) (55)
. 0 0 1 ok
St s) = () + 5000 5 ) oot (56)

which is known as the Kolmogorov Backward Equation. Note that the operator £ =
2 2
for+ %8% is the formal adjoint of the forward Fokker-Planck operator £ = 9,(—f +0:%).

3.2 Survival times and first passage times

The power of the KBE becomes transparent if we consider the problem of a random process
on some specified domain, and wish to make statements about the time taken for the process
to stray outside the domain (variously known as the first passage time, the exit time, the
escape time, the stopping time, or the hitting time of the process), or if we wish to determine
the region of the boundary through which the process exits the domain.

3.2.1 Survival time

Consider a 1D process X (t) on = € (x4, p), and impose absorbing boundary conditions
p(zq, tlxo,to) = p(ap, tlxg,to) = 0. It is of interest to compute the survival probability
S(tlxo,to) = P(zqs < X(u) < xp Vu < t). By definition, S is a monotonically decreasing
function of t, with S(tg|zo,tg) = 1 for zy € (x4, ) and S(t|zg,tg) — 0 as t — oo, so
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probability can be thought of as “leaking” over the edge of the domain as time progresses.
Thus probability density is not conserved, and it can be seen that S(t|zg, o) is given by
Tp
S(t|zo, to) = / o, 0, to) da. (57)

Ta

Consequently we may obtain a PDE for S by integrating the KBE for the process, as follows

" p Y )
/% L%O (2, t|xo, to) = (f(:CO)@xo + 59(20) 695(2)) P(%t\xo,to)] dz (58)
) - 9 1, L,
~ Stz t) = (o) o + G513 ) Stleo.to). (59)

which can be solved for survival time S given boundary conditions S(t|zq, to) = S(t|zp, to) =
0 and initial condition S(tg|xg,tg) = 1 for z, < zy < xp.

3.2.2 First passage time

For the 1D process above, define random variable teyj as the first time at which X = z, or
X = xp. Then the mean exit time for a process starting at (xo,tg) is, by definition

Ea, (foxit — f0) = / (= to)p(tlo. to) dt. (60)

to

where p(t|zg, to) = —%S(ﬂxo, to) is the probability of absorption at time ¢. Integrating by

parts,
oo

Eag (Fesis — fo) = —[(t = tO)S(t|xo,t0)L°° 4 [ S(t|zo, to) dt, (61)

0 to

and it can be seen that the boundary terms vanish provided S(t|zo,t0) ~ o(t™1) as t — oo,
which holds provided the mean survival time is well-defined, so

Exo (texit - to) = S(t‘xo, to) dt. (62)

to

To get an equation for the mean exit time, we then integrate equation (59) between (¢, 00)

to give
a1 ), S(t|zo, to) dt — S(to|zo, to) = /to <f(:vo)axo + §g(m0) 8:3(2)) S(t|zo, to) dt,

(63)
using Leibniz’s rule. Now noting that the mean exit time is independent of ¢y for an
autonomous system, and that S(ty|xo,to) = 1, we have

2
L

1- (f(:co)a‘zo + L ga0)

9 ax3> Eazg (texit - tO)? (64)

which may be solved for mean exit time E (fexit — o).
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3.3 Alternative derivation: Change of variables

An alternative derivation of the KBE to that above is to consider the change of variables
Y = u(X,t) in the SDE dX = f(X)dt + ¢g(X)dW, for some function u. Using It6 calculus,
the change of variables becomes

1
dY = wdt + uxdX + JuyxdXdX (65)
2
= (ut—i-qu—F%uXX)dt—i-uxgdW, (66)

on substituting for dX using the governing SDE, and noting that dWdW = dt. We then
have
dY = (u¢ + Lu)dt + uxgdW (67)

for operator £ = f0, + 92—283, as before. The KBE is precisely the equation u; + Lu = 0,
and (as a backward heat equation) is well-posed when conditions are specified on some
final time ¢ = T > ty. It can be seen from integrating equation (67) that the solution
to the homogeneous problem wu; + Lu = 0 with condition u(X,T) = ¢(X) generates the
expectation u(X,T) = E(¢p(X(T))|X(t) = z), so for this reason L is sometimes referred to
as the generator.
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Lecture 5 - Mathematical Foundations of Stochastic Processes

Charles R. Doering; notes by Yana Bebieva & Giovanni Fantuzzi

June 19, 2015

1 Stratonovich Interpretation of an SDE

There are different ways of interpreting stochastic differential equations (SDE). We know
1to’s interpretation that gives the evolution equation for the transition density

0 0 0
3t (x t]y, ) or; ( Ji+ 8 gzkg]k’>p _8.%'Z‘Ji-

Here, Jis a probability current vector field and g;; are functions of x and t (i.e. g = g(z,1),
but for simplicity we will suppress the arguments).

The transition density satisfies an evolution equation when we differentiate with respect
to the initial time, i.e. the Kolmogorov backward equation

oo tlys) = (fig + Songigy
aSP z,ty,s i gzkg]ka 8yl

Generator of the process

We are still in a white noise limit and we should still get Markov process as the solution
of the SDE (i.e. X(¢)).

Now, we consider two examples where two different kinds of white noise limits give the
same answer. Consider the process (in one dimension for simplicity)

X=f (X) 4+ g(X) x (“approximate white noise”).

White noise has a spectrum that is flat, meaning that correlation function is the delta-
function. However if there is a very short time correlation (that we just can not resolve well
enough), then this noise can be considered as an approximate white noise (note it is still
a real noise). We take a very specific example of approximate white noise as a Gaussian
process ¢g(X), that is statistically stationary with a very short correlation time 7. For
example, we may consider the Ornstein - Uhlenbeck process ((t), whose SDE is

dc(t) = —%C(t)dt + \%dw.
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We pick the amplitude of the noise to be 1/4/7, when the relaxation time gets smaller and
smaller, the noise influence gets bigger and bigger. The Fokker - Planck equation for ((t)

becomes
g( t| t)_g l +112 _12 +lg
8tp  t20,t0) = 0z - 2710z p= T 0z i 20z P

and we see that 7 is a time scale for the evolution transition density. The stationary solution
of this equation is the Gaussian distribution

1 2
Pt (z) = ﬁe_z ~ N(0,1).

Moreover, the stationary correlation function is an exponential decay

1 _li=s|

E(C(¢(s) = 3¢ 7

so that the power spectrum of the process is a Lorentzian spectrum
S(w)

When 7 goes to zero, the spectrum widens but the amplitude decreases to zero. In order
to prevent this the amplitude from vanishing, we rescale

¢(t) - \;cm,

T
S 14 w?r?

so that the spectrum becomes

1 T
S =
(w) 714 w?r?
The amplitude of the spectrum is now 1 when 7 — 0.
The arguments above lead us to conclude that the system of SDEs
dX 1
—=¢(t), (1)

T =X e

d¢ 1 1
in the limit of short correlation time 7 behaves similarly to an SDE for X where the noise
is approximately white (note the functions f and g could have explicit time dependence).
The combination (1) and (2) is a vector-valued Markov process, and the Fokker - Planck
equation for its transitions density is

9 szt ) = | o (—f = —=zg) 4+ 2 (242 3)
8tp x, 2,t|To, 20,10) = O \ﬁZg T 02 i 20z P

We would like to deduce from this an evolution equation for the distribution of X alone, i.e.
the marginal (reduced) distribution

r(x,tlxg, to) = /dz </ p(x,z,t|330,zo,to)pStat(zo)dz()) ,
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in the limit 7 — 0.
To this end, let € = /7 and rearrange equation (3) by grouping terms of order €. We
obtain

1 1
0= <2F0 + -F; + F2> P, (4)
€ €
where
Fy = 2(z + }2) — the Ornstein - Uhlenbeck operator
07 0z 20z P ’
0
Pl=—22
1 Za(ﬂg?
g 0
FB=—(=+=—F).
2= G+ gal)

Our ansatz is
p(l‘a Z7t|$07 207t0) = po +€p1 + 6292 + .

i.e. the subscript of each p; in the expansion indicates the corresponding power of €. Now
we plug this expression for p into (4) and group the terms according to the order of € to
obtain

0(6_2) : 0= F(),O(] (5&)
o0 (6_1) : 0 = Fop1 + Fipo (5b)
O() : 0 = Fopz + Fip1 + Fapo (5¢)

We keep in mind that we want to derive from this an evolution equation for the reduced
distribution

r(x,tlxg, to) = /dz </ p(x, z, t|zo, Zo,to)pStat(Z[))dZ()) =rg+ery + €89 4...  (6)
We know all properties of the operator Fy; in particular, we can solve the eigenvalue problem
Fopa(z) = —npa(2),
to find the eigenfunctions
Pn(2) = Ho(2)p™" (2) = Hn(2)po(2),

where the Hermite polynomials H,, are defined as

2 dTL 2
Hn = (=1)"e* ——e~ % ,
(2) = (=1)" 7€
H()(Z) = 1,
Hl(z) = QZ,
Hy(z) =2(222 — 1)
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We may compute all Hermite polynomials using the recursion relation
1
ZHn(Z) = §Hn+1(z) + an_l(z).
Now we are ready to solve (5a) to find

0= FOPO = pO(xv Zat) = po(Z)T’()(IE,t)

where po(z) can be multiplied by any function of x and ¢ (it plays the role of the amplitude

of the eigenfunction py at each point in space and time). In this case this function is ro(z, t)

because if we integrate p = pp + €p1 + ... over z to obtain r, the leading term is exactly ro.
To order e !, equation (5b) now reads

0 1 0
Fop1r = —Fipo = ZPO(Z)%QTO(JL’J) *pl( )8 gro(z,t)

where we used the recursion relation to replace zpg = p1/2. Here, we deal with a linear
inhomogeneous differential equation and the general solution of this equation is a particular
solution plus a general solution of the homogeneous equation. Therefore

10
pr =5 50ro(x. Dpi(2) + 11w Dpo(=)
T N———

general solution

particular solution
Finally, upon substitution of py and p;, equation (5c) becomes

Fopn = 2500 (5 oo m () + raCe () + (57 + 5o ) vl ).

Let us now use zp; = 22°py = %pg + po and zpg = %pl, to show that

%m:—Qm@+QwO§g§mmw+%mgUwa<§ + o Pro(z Opol)
=) |51+ 5 d 55 dped] o) + ) |5 o (0] + ) |- g garlenn)|.

(7)

Again, we need to add a particular solution and the solution of the homogeneous equation,
ie. p2 = ppart + m2(x,t)po. In order for a particular solution for this equation to exist
the right hand side should be orthogonal to null space of the operator Fy. We know that
Fop1(2) = —pi1(z) and Fopa(z) = —2pa(z), but we can not invert Fy on po(z). Thus, in
order to solve (7) the coefficient of py(z) has to vanish and this gives a condition on ro(z,t)

0 0 1 0
arﬂ(x7t’$07t0) :8756 <_f + 298{139) T’O(.’E,t)
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If we find ro(x,t) that satisfies this, we can get an explicit equation for 7 (z,t), ro(z,t)
etc. So if start with a real noise that is very fast (t — 0, or ¢ — 0 in (6)), equation (1)
becomes an SDE with an approximate white noise, r(x,t) — ro(z,t) as ro(x, t) is the leading
order term and we conclude that p(z, t|zg, to) of the process X satisfies the Fokker - Planck
equation (a.k.a. Forward Kolmogorov Equation)

0 0 1 0
%"= or <—f + 29%9> p- (8)

Stratonovich Fokker - Planck

We remark that [to’s interpretation of the SDE yielded the Fokker - Planck equation

o 0 19 ,
(?tp_aaz<_f+281:g>p‘ (9)

1t6’s the Fokker - Planck

Thus if ¢ is not a function of x (an additive noise), the transition density satisfying (8) is
the same as that obtained from It6’s interpretation.
In the case of multiplicative noise, i.e. g = g(z,t), can rewrite equation (8) as

o (1, 9 5
atﬂ—( f =599 +ax9>p (10)

and then this equation is in the Ito form but with the modified drift. So if we let f — f +% g4’
in the SDE (9), then equation (10) describes the evolution of X according to the It6’s SDE.

2 Interpretation of an SDE: Ito vs Stratonovich

As remarked at the end of the previous section, in Ito’s calculus the solution X; = X () of
the SDE
dXe = f(X, 1) dt + g( Xy, 1) dWy (11)

is the Markov process X; whose transition density p(z,t|zo,top) satisfies the 1td’s Fokker-

Planck equation
ap 0 10 ,
9 _0( . 10 12
ot 6$<f+28xg>p (12)

(note the convention that an operator acts on all terms to its right). As previously explained,
this followed from interpreting (11) as the continuous-time limit of the discrete-time process
X(t+ At) — X(t) = f[X(t),t] At + g[X (t),t] AW, where AW = W (t + At) — W (t) is the
jump of a Wiener process over the time interval At.

In the Stratonovich interpretation of (11), instead, the stochastic forcing in the SDE
is obtained as the white-noise limit of a coloured stochastic process, such as the Ornstein-
Uhlenbeck process. In this case, it is customary to write the SDE as

dXt = f(Xtat) dt + g(Xtat) © th, (13)

[13 7

where the “o” sign indicates that dW; should be interpreted as the white-noise limit of a
coloured noise. The difference with It6’s interpretation is that the solution to (13) is the
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Markov process X; whose transition density p(z, t|xo, to) satisfies the Stratonovich Fokker-

Planck equation
op 0 1 0
% on <—f + 29(%9> p- (14)

Clearly, the differential operators in equations (12) and (14) differ unless g(z,t) is a
constant, and the evolution of the PDF p depends on which interpretation of the SDE is
chosen. However, an It6 SDE can easily be reformulated as a Stratonovich SDE (and vice
versa). In fact, the solution of (11) is the same (in the sense of its statistics) as that of the
Stratonovich SDE

since the corresponding Fokker-Planck equation, computed from (14) using the modified
drift f — %g%, can be rearranged to obtain (12). Similarly, one can see that the solution
of (13) is the same (again, in the sense of its statistics) as the solution of the Ito SDE

1 dg

This is particularly convenient since many physical systems are modelled by a coloured
noise with very fast dynamics, which corresponds to a Stratonovich interpretation of the
SDE; however, Ito’s formulation is easier to implement numerically to simulate the system
(for example, via the simple Euler-Maruyama or Milstein discretisation schemes).

Finally, we note that the Stratonovich interpretation maintains the standard rules of
calculus for the differential of the random variable Y; = F(X}), i.e

The symbol “o” indicates that X; obeys a Stratonovich SDE. Equation (17) can be shown
for one-dimensional processes if we assume that F' is invertible, with inverse G. Then, the
transition density py (v, t|yo, to) of Y; is related to px(z,t|zo, to) by

py (Y, tlyo. to) = px[G(y), tIG(y0), t0)]G'(y), (18)
Moreover, noticing that G'(-)F'(-) = 1 and a% = G’a% one obtains

o 0
aPY—GaPX
) f+1 9,

19)
0 ,aF' (
_0y< Fr F oz F/>

N T
_8y< Ff+2Fgay9F>pY-

The claimed result follows from the Fokker-Planck equation for a Stratonovich SDE, which
implies dY; = F'(fdt + g o dW}) = F'(X}) o dX;.
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Example 1. (Stratonovich Logistic Equation) Consider the logistic equation
dX; = (pX; — X})dt + o X; o dW;

where X; > 0 is the size of a population at time ¢ and i and o are given constants. The
corresponding Fokker-Planck equation is

Op_0 [, B a0,
ot Ox o HE 2x 28$x P

and the corresponding stationary distribution can be calculated as

2 2
P (@) = Nl exp (_ x> :

o2

SENER

Moreover, the exact solution of the Stratonovich Logistic equation can be found using an
appropriate change of variables. Dividing (1) by X2dt and applying the chain rule (17), we

have d 1 i aw,
- - — i —+ l t —1

dt \ X; X; Xy dt

Letting Y; = (X;)~!, we obtain the differential equation

dY;
At o]y =1,

which can be solved to find
¢
Y, = Yy e—ft-oW(® +e—ut—UW(t)/ CFs oW (S) g
0

XO eﬂt+o’W(t)

- :
1—|—/ efstoW(s) g
0

X =

Sample realisation of the SDE are shown in Figure 1, while Figure 2 illustrates the
stationary transition density functions. For any noise amplitude o, the process is driven by
the exponential growth e”*, until saturation. The qualitative difference with It6’s interpre-
tation of the same SDE (the solution of which can be found by substituting @ — i — %02,
cf. Lecture 3) is remarkable: in the Ito’s interpretation a stationary probability distribution
ceases to exist when o2 > 2fi, i.e. when the exponential term e(A=30%)t decays in time. In
terms of the population dynamics described by the SDE, this means that Ito’s formulation
predicts extinction (at least in the infinite-time limit) when o2 > 2, while the individuals
are always alive for any o according to the Stratonovich solution (see the case o = 2 in
Figure 1).
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Figure 1: Sample realisation of the stochastic logistic equation, compared to the determin-
istic version (no noise) for 1 = 1, p = 0.1 and increasing noise amplitude o. Clockwise

(starting top-left): 0 =0, 0 = 0.05, 0 = 0.5, 0 = 2.

stat

25

Figure 2: Comparison between the analytical transition density p*'%(x) and the density
function computed over 10* realisations of the SDE for ¢ = 0.5 (top) and o = 2 (bottom).
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3 Stratonovich SDEs for Vector-Valued Processes

The results presented in the previous section can be generalised to vector-valued processes.
If X(t) = (X1(t), Xa(t), ...) satisfies the set of SDEs

then its transition density p(x, t|xg,to) can be computed with the Fokker-Planck equation

0 0 1 0
517 = o (~HG0) + ganlx 0 () (21)

Finally, we can translate this into the Ito’s formulation (and vice versa) by modifying
the drift in the same way as for the one-dimensional case.

4 White-noise Limit of a Dichotomous Markov Process

A symmetric dichotomous (a.k.a. two-step) Markov process I(t) (¢ > 0) can take two values
A and —A (see Figure 3), the transition between one state and the other taking place at
a constant rate «. The time intervals between state transitions are thus exponentially
distributed and the probabilities p4 (t) = P[I(t) = A] and p_(t) = P[I(t) = —A] evolve
according to the master equation

i ()= (0 ) G) )
This equation can be solved to find
() = (i ) (). -

where p4(0) and p_(0) are the probabilities that the process starts at A or —A respectively,
with p4(0) +p_(0) = 1. The stationary distributions are immediately found as

pstat 1
-0

75
0

Figure 3: Sample realisation of I(¢) for a =1, A = 5.
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and the conditional distributions P[I(t) = A|I(0) = +A], P[I(t) = —A|I(0) = +A] are
obtained by setting p4(0) and p_(0) to 1 and 0 in turn. Specifically, one has
P[I(t) = A[I(0) = £A] = = (1 £ e ),

PI(t) = —A|[(0) = £A] = = (1 F e ).

N =N =
~
[\
(@
~—

The conditional expectations can be used to compute the correlation

E[I®I0)]= > nmP[I(t)=n;1(0) =m]
n,me{A,—A}
= > amP[I(t) =nlI(0) = m]P[I(0) = m] (26)
n,me{A,—A}
_ AZ e—2at’

for ¢ > 0, which can be generalised to E[I(t)I(s)] = A% e21*=5| for any two time instants ¢
and s. This means that the dichotomous process has the Lorenzian power spectrum
A% 402

+oo
_ A2 —2alt| ,—iwt g, 2 FR ) 9
S(w) /_ e S (27)

Note that, as shown in Figure 4, S(w) tends to a white spectrum in the limit a — oo if

A= a.

Let us now consider a stochastic process X; evolving according to
dXy = f(Xg, t)dt + g(Xe, 0)1(2). (28)

The transition density of this process can be computed as p(z, t|xo, to) = py(x,t|xo, to) +
p—(z, t|zo, to), where the transition densities p4 and p_ correspond to the mutually exclusive
cases I(t) = A and I(t) = —A and satisfy the master equation

DE)-(E )

—a=1
—a=5
——a=10
——a =50
— — S(w)=1

Figure 4: Correlation spectrum of I(t) for A = y/a and increasing values a.
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Letting o = A? in order to obtain the correct scaling of the noise spectrum, the equations
for p = p+ + p— and for ¢ = p; — p_ then read

9 <p> _ ( — g (fp + Aga) ) (30)
ot \q —2A% — 2 (fq+ Agp)
When the noise amplitude A is very large, we argue that p and ¢ can be expanded as

1
plx,t) = po(x,t) + g (x,t) + higher order terms
31)
1 (
q(z,t) = qo(zx,t) + 20 (z,t) + higher order terms

so that the evolution of the random variable X; in the white-noise limit is described by po.
Substituting into (30) and collecting terms of the same order yields

O(A?): 2¢ =0, (32a)
0

qu + ai(g pO) = 07

o@m: {5 O (32b)
%(g QO) = 07
0 0
? +2q2+ 5 (fao +9p1) =0,

O(1) : aqto s (32¢)

ﬁﬁL%(fﬂo +9q) =0,

from which the following Fokker-Planck equation can be derived for py:

dpo 0 10
5 = B (—f + 29%9) po- (33)

This equation is the same as the Stratonovich Fokker-Planck equation. We conclude that

the solution to the SDE IxX

= T(Xut) +g(Xit) o £(1), (34)
where £(t) is the white-noise limit of a dichotomous Markov process (a.k.a. dichotomous
noise or DMN), is the process X; whose transition density satisfies the Stratonovich Fokker-

Planck equation.

40



Lecture 6 - Climate Variability and its Null Hypothesis

Henk A. Dijkstra; notes by Yana Bebieva & Giovanni Fantuzzi
June 22, 2015

1 Introduction

The Earth’s system is very non-linear and complicated. For instance, if a periodic forcing,
as an input signal, is coming into the Earth’s system (e.g. variability in a solar constant),
then very complicated signal is coming out and we want to understand what process can
explain this transformation. The ice core oxygen isotope records, that is usually linked to
the local temperature, (Figure 1) shows various oscillation and variation in temperature of
5°C. The other example of a noisy signal is El Nino/Southern Oscillation. Temperature
anomaly with respect to the mean in the equatorial Pacific is shown in Figure 2.

Now, we are going to analyze these two cases by choosing the special time and spatial
scale of phenomenon. For example, for El Nino it would be Pacific Basin and few years
(inter-annual) correspondingly. And we try to understand that phenomenon using deter-
ministic type of model and all unresolved processes we consider as a noise. In this sense
stochastic dynamical system is obtained (Figure 3. We start with the simple example where
underlying dynamical system is linear.

2 The Null Hypothesis

Consider stochastic climate model developed by Hasselmann in 1976 (Figure 4). It is a layer
of the ocean (mixed layer) that has the heat flux coming from the atmosphere (Q,,) and
we are interested how mixed layer temperature (7') evolves in time. Write down the heat
balance

oT 0T
Cr— =A\—
Perar = V922
where C), is the specific heat of seawater, p is density, A is mixing coefficient, ¢ is time, and
z is vertical coordinate. Boundary conditions are

oT
Z—O.)\@—Qoa
oT
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Figure 1: Ice core oxygen isotope record (ratio of *¥O to '90) taken from the NGRIP ice
core at Greenland.
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Figure 2: Temperature anomaly with respect to the mean in the equatorial Pacific in the
Nino 3.4 region.
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Figure 3: Stochastic dynamical systems approach scheme.
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where h is depth of the layer. Now, we define depth averaged temperature

1 /0
T= / Tdz
hJ
This implies
T _
pCphC{;t =Qoa =« (Ta - T) )

where T, is atmospheric temperature.
We eventually get the equation

oT o
— = T,—T
ot pCyh ( )
o«
7= pCph
oT _

The time scale 1/ is roughly 100 days. The question is how to represent vT,,. We look at
a Fast-Slow systems with fast variable x and slow variable .

dx
dy
oy =g(x,y).

Looking at data measurements, one finds that variations of atmospheric temperature are
much faster than ocean temperature fluctuations. Let yg be an initial condition, Ay = y—yo,
t < 7, and take ensemble average. Assuming ergodicity

oy, d B _ dAy
(Ay) = (g(z,y))t
J= Ay —(Ay)
dy -
= 9@y~ (9@,y) = 3(@.y)
(g(z,9)) =0
If z is stationary, so is g. Then, g looks like white noise and the model is
dy

In total we have

dT —

— = AT t

o = T+ k()
or

th = —"}’Ttdt + O'th.
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Figure 4: Scheme of Hasselmann’s stochastic climate model. See text for definition of all
parameters.

3 Analysis of the SDE

Let X; = T; be a stochastic process that satisfies the equation

dXt = —")/Xtdt + O'th

t t
Xt:Xo—fy/ Xsds—l—/ odWs.
0 0

How do we define a stochastic integral fg odWs? The Ito stochastic integral definition is

T N—-1
/0 AW, = lim S~ h(t;) (W (t1) = W(t;)
=0

and the Stratonovich stochastic integral is
T = [+t
. j +1
/0 h(t) o dW; = A}l_Igo jE:O h (92J> (W (tjr1) — W(t))).

Where the limits exist in the Ly norm (mean square) sense. So find 1) [ dW; = W (apply
definition and the fact that Wy = 0) and 2) fOT WedW,. Start with Taylor expansion using
(dW;)? = dt

1
h(Wy + dW;) — h(Wy) = h'(W,)dW; + §h”(Wt)(th)2 +
1
= h/(Wt)th —|'- §h//(Wt)dt +

Integrate both sides

T T
h(WT)—h(Wo):/O h’(Wt)th+/0 %h”(Wt)dt.

We obtained the It6’s lemma.
Now, choosing h(W;) = W2 (consequently h’' = 2W; and h” = 2) we find using the Ito’s
lemma

T 1 T
Wi —-We = /0 2WdW; + 5 /0 2dt.
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Again using that Wy = 0 we obtain

/TWdW —E(WQ T)
0 t t—2 T '

Thus, any linear 1-D stochastic differential equation can be solved analytically via the
1t6 lemma.

dX; = Audt + B dW,

2
f = fa,b), filat) = > f

0x?’

of

Eva(l”t) = 8f

%af22(x7t) =

Now, Taylor expand

ft+dt,zy +dXy) — f(t, Xy) = frdt + fodX; + = (fu(dt) + 2f12dtd X; + fao(dX)?) +

Then plug SDE into this and find

t 1 t
J(t, X)) — f(0,Xo) = /0 (fl + foAs + 2f22B§) ds +/0 faBsdW.

For our SDE model, choose

f((l?,t) =
fi(z,t) = 'yewac
fa(x,t) =€
Jaz(z,t) = 0.

Using this with our stochastic ODE and applying the It6 lemma
¢ t
X, — Xy = / (ve"? X5 —ve"* Xg) ds + a/ eV dWs.
0 0

And we have solved the SDE exactly as
t
X, =e M [Xo —|—/ UeVSdWS} .
0

4 Numerical Solution of SDEs

One often requires a numerical solution of the SDE (interpreted in It6’s sense)
dXy = f(t, Xt)dt + g(t, Xt)th (1)

over the time interval [0,7]. A basic approach to this problem is to consider discrete time
instants t,, = nAt, for a given time-step At, and approximate (1) with the Fuler-Maruyama
scheme

X1 = X 4 f(tn, Xn)At + g(tn, Xn) AWpy1. (2)
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Here, we have denoted X,, = X (t,) the approximate solution of (1) and AW, 1 = W41 —
W, is the jump of a Wiener process over the time interval At. The jumps AW are indepen-
dent, Gaussian random variables AW ~ N(0, At) and can therefore be generated at each
iteration with an appropriate random number generator (e.g. DW = sqrt(Dt)*randn(1) in
MATLAB). We also remark that Ito’s interpretation of an SDE consists of the continuous-
time limit of the Euler-Maruyama scheme.

Of course, more sophisticated schemes can be derived. An example is the Milstein
scheme, which approximates the solution X (¢) of (1) as

~ ~ ~ ~ 1
Xn+1 = Xn + f(tTh Xﬂ)At + g(tna XH)AWnJrl + 5 (AWH+1)2 — At]. (3)

The main difference between the various numerical schemes regards their convergence
properties in the limit At — 0. In the context of numerical schemes for SDEs, there are
two notions of convergence. The first, known as weak convergence, considers convergence
of the expectations of the approximation error |X (t,) — X,|; that is, a numerical scheme is
weakly convergent if

E (|X(tn) - Xn|) < eAt. (4)

Here, ¢ and 7 are constants (dependent on the type of scheme and the SDE considered); n
is the convergence rate of the scheme.
Similarly, we say that a numerical scheme is strongly convergent if the expectations

E[X(t,)] and E(X,,) converge, i.e.
E[X (t)] — E(%,)] < At (5)

Example 1 (Ornstein-Uhlenbeck Process). Consider the Ornstein-Uhlenbeck process
dX; = —yXidt + odW,, discretised with the Euler-Maruyama (EM) scheme as

Xnt1 = Xp — v XpAt + o AW = (1 — yAH) X, + cAW. (6)

We know that the stationary state solution X®%(¢) is a Gaussian random variable with
zero mean (E[X (¢)] = 0). In order to check the strong convergence of the EM scheme, we
can take the expectation of (6), obtaining

E(X1) = (1 — YAOE(X,) = (1 — A" X, (7)

As n — o0, the expectation E(X,,41) converges to the analytic stationary result E[X (¢)] = 0
only if

I1— At <1= At < =, (8)

that is the EM scheme converges strongly if At < %

5 Applicability of the Hasselmann’s Model to the SST Anomaly

Hasselmann’s linear model for the SST anomaly, derived in Section 2, resulted in the SDE

dT

P —T + 0£(t) 9)
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which is the Ornstein-Uhlenbeck process. Thus, according to Hasselmann’s model, the
transition density p of T satisfies the Fokker-Planck equation

2 92
Op _ 90yzp) | " 0°p (10)
ot Oz 2 0z2

and there exists a stationary distribution

v _xe?
P ) =\ Ly e (11)

Moreover, we recall that the stationary autocorrelation and the spectrum of the Ornstein-
Uhlenbeck solution are, respectively,

0_2
E(X:X;) = > eIl (12)
0.2

The main question to be answered at this point is how this model can be tuned using
experimental observations of the SST anomaly (say, {T¢*, Tt, ... , T$}), so that any
predictions based on Hasselmann’s model can be trusted. In fact, we would like the analytic
solution of the continuous time Ornstein-Uhlenbeck process, i.e.

t
T(t) =e "y + o*e_vt/ e’ dWs, (14)
0

to reproduce the statistics of the time-series of measurements T, T¢%, ... | T]‘i,x. To this
purpose, we discretise (14) by looking at the time instants ¢,, and t,4+1, i.e. we consider

_ _ tn+1
Thi1 = e "1 Ty 4 ge Vin+t / e’ dWs, (15a)
0
— —_ t7L
T, =e "Iy +oge M / eV dWs. (15b)
0
We can multiply (15b) by e~ 7{tnt17tn) = ¢=7At and subtract it from (15a) to obtain
_ _ tn+1
Thi1 = e VAT, 4 e it / eV dWs. (16)
tn

When At is small, we can approximate the integral in the last expression by cAW, 1,
where c¢ is a suitable constant. So, the last term can be approximated with a Gaussian
random variable Z, with zero mean and variance 2 (chosen appropriately). Then, we
may approximate the solution of the Ornstein-Uhlenbeck process by the discrete stochastic
process

Thi1 =Ty + Zyya, (17)

where @ = e 72t € (0,1). This type of discrete process is known as the AR(1) process
(where AR stands for auto-regressive), or as a red noise process. We can now compute

47



the spectrum of the AR(1) process and compare it to the spectrum obtained from the
experimental data set {T¢*, T7, ... , Ty} to compute appropriate values of a and &. To
this purpose, we first note that

Ty = aTyp-1+ Zy
=a(aTy_o+ Zp_1) + Zy

(18)
_ _k k—1
=a"Zg+ " L1+ ...+ ady 1+ 2y
so that o ) i
co = B(T) = {1 +a?+ (@) + ...+ (a?) } 52
- 1
e (19)
1—a?

Note that we have used the relation E(Z,,Z,,) = 520,m and the fact that the geometric series
converges since 0 < o < 1. Thus, recalling that the random variable Z,, is independent of
any past realisation T},, the correlation of the discrete process becomes

def 7
cx = B(TiThrs) = N > TiTiy
=0

N i
20
o (20)
= N Z T; k—1+1
i=0
= QCk—1
= a¥ ¢
so as k — oo (i.e. the discrete time series becomes infinitely long) we obtain
k =2 ~2
oo o
cr = e T, (21)

1—a2 1—-a2

where we have used a = e 72! (constant for a given At) and that, for uniform time-steps,
kAt = t. Taking the continuous-time version ¢(t) of (21), we can compute the spectrum
of the AR(1) process as

S(w) = / T Beietat

—00

o'} 5’2 .
= / — e Nt gy

ool —

2y 52
C1-a?y?+w?
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The absolute value was introduced to maintain the negativity of the argument of the expo-
nential term in ¢(¢). Note that, up to a normalisation constant, this spectrum is the same
as for the continuous-time Ornstein-Uhlenbeck process. Thus, one can tune the AR(1) to
fit the measured data in the following way: compute the spectrum of the discrete mea-
surements {7¢%, T¢%, ... , T}, then fit appropriate values of @ and & in (22). Then,
the corresponding AR(1) process reproduces the measured statistics, and can be used to
estimate the statistical properties of the SST anomaly according to Hasselman’s model.
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Lecture 7: The El Nino Phenomenon

Henk A. Dijkstra; notes by Tom Eaves & Anna FitzMaurice

June 23, 2015

1 Phenomenology of El Nino Southern Oscillation

In its mean state, there is strong zonal asymmetry in the equatorial Pacific. The climato-
logical mean easterly trade winds pile up warm water in the western Pacific, whilst cool
water is upwelled in the east due to Ekman divergence there, as depicted in Figure 1.
Corresponding to this zonal temperature gradient is a sea surface height (SSH) gradient,
with high SSH in the west and low SSH in the east. The SSH gradient is compensated
at depth by a depressed thermocline in the west, and a shallower thermocline in the east.
We have good measurements of the equatorial Pacific from the TAO/TRITON array of
approximately 70 moored ocean buoys, which have been monitoring surface and subsurface
temperatures, wind speed and direction, and precipitation since 1994.

Every four to seven years, the western Pacific warm pool spreads eastward in a phe-
nomenon known as El Nino. This sea surface temperature (SST) anomaly is associated
with the eastward propagation of a subsurface temperature anomaly, which in turn is re-
lated to a shoaling of the western Pacific thermocline and a depression of eastern Pacific
thermocline. These temperature anomalies are coincident with a weakening of the Walker
circulation (the zonal circulation cell over the equatorial Pacific), and a shift of the region
of highest precipitation to follow the maximum SSTs. The opposite of the El Nifio state
(i.e. a heightened “normal” state) is referred to as La Nifa conditions, and the largescale
temperature, pressure, and precipitation, anomalies associated with transitions between El
Nino and La Nina states are together known as El Nifio Southern Oscillation (ENSO). The
El Nino and La Nina phases are shown schematically in Figure 2.

The index used to describe ENSO is an average of the SST anomaly over a region of the
equatorial Pacific. Figure 3 shows a timeseries of the ENSO index for the NINO3 region
of the eastern Pacific, which spans the region 150W to 90W, between 5S and 5N. A power
series decomposition of this timeseries reveals a spectral peak centered about a period of 3
years.

2 The Zebiak & Cane model

To capture the oscillatory behavior of ENSO dynamically, a coupled atmosphere-ocean
model is required, which admits feedbacks between perturbations to the equatorial east-
erlies, the thermocline depth, and equatorial SSTs, and as such allows the spontaneous
growth of anomalies. We shall also see that oceanic wave dynamics are important to the
development and decay of El Ninos, and so necessary in a minimal model of ENSO.
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Figure 1: The climatological mean SST and wind stress in the tropical Pacific. [Reproduced
from faculty.washington.edu/kessler.]

A El Nifio Conditions B La Nifia Conditions
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Figure 2: A schematic of (A) El Nino and (B) La Nina states of the tropical Pacfic. [Re-
produced from www.noaa.gov.]

2.1 Model formulation

Zebiak & Cane (1987), hereon ZC, consider a lé—layer reduced gravity ocean (depicted in
Figure 4) below a constant-depth mixed layer of temperature 7', which feels a temperature-
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Figure 3: A timeseries of the NINO3 SST anomaly, with El Nino events colored in red and
La Nina events colored in blue. [Reproduced from http://www.seas.harvard.edu/climate.]

dependent wind stress
7" =154 + AT — To), (1)

for some atmospheric operator A, and coupling parameter p (with g = 0 corresponding to
the entirely uncoupled case, and p = 1 describing “normal” coupling).

The reduced gravity ocean model equations for the horizontal velocities (u, v) and depth
h are

8’LL1 ,8h T
el NN g 9
5~ Poyor=—g' 5+ o (2)
oh
_ o
Boyur = —g ay’ (3)
f)fl é?ltl 691}1
R & (et 4
ot <8:1: * 8y>’ @)
sz:/ u1(y)dy =0, (5)
r=0L:u; =0, (6)
y — £00 : uy, v1, h, bounded, (7)

in the upper layer, and zero velocities in the lower layer.

The evolution of the mixed layer temperature 71" is governed by an advection-diffusion
equation with relaxation back to some atmospheric temperature Ty, and relaxation to a
specified subsurface temperature profile T5(h) in the presence of upwelling w > 0, as follows

oT oT oT T —Ts(h) 9
— — — —_— T—Ty) — T=
BN U1l or + v ay + wrH(wy) I% + ap( 0) — kuV 0, (8)
where H is the Heaviside function, along with boundary conditions
oT
=0,L:—=0 9
€T y ax Y ( )
y — +00o : T bounded. (10)
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Figure 4: The ocean component of the ZC model. A thermocline of density p overlies a
denser stationary layer of density p + Ap. The ocean feels atmospheric wind stress and
temperature through constant depth mixed layer of temperature 7T'.

2.2 Wave dynamics in the ZC ocean model

Consider free waves with 7, = 0, corresponding to no wind stress input, and no coupling

with the mixed layer temperature field T'. Let u = (y)e!**~?%) and define v and h similarly.
Then,

—ict — Boyd = —ikg'h, (11)

Boyii = —g'l, (12)

—ioh 4+ H(iki 4+ 9') = 0. (13)

Look first for solutions with © = 0. Then,

—ot, = —g'kh, (14)
—oh + Hki =0, (15)
(16)
which has a non-zero solution only if
o? = k*¢'H, (17)
and so o
o= £V H =%, (18)
We can also solve for & and i, since
'kh .
foya = BIFR _ _iy, (19)
and so )
. . k - 1
h(y) = h(0) exp —&gﬁ =h(0)exp |—= Y , (20)
20 2 \ N
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where X\g = \/co/B0 is the Rossby deformation radius. Note that for 2(y) to be bounded as
y — +oo we have set o/k = +¢p.
We can solve for the general case ¥ # 0 by using the Hermite polynomials H,,, in which

. U (Yialy) Yia(y)

uy’(y)—2\/§(\}m— j\/j ) (21)

s 1 (ina(y) | vimi(y)

hy(y)—2ﬂ< e MY > (22)

0;(y) = ¥;(y), (23)
where

j exp|— 2
b = 1 <y/A(02>j o202 (21)

and the corresponding phase speeds are
co
2j+1°

Cj:—

2.3 DPossible feedbacks in the ZC model

To explore the feedbacks possible in the full model, consider a perturbation (denoted by
hats) to some steady state (denoted by overbars) of the simplified temperature equation

OT T —Ty(h)

= sV 2
ot — T H (26)
Linearizing about the steady state, this becomes
or T —Tyh) _T-T.(h)h
il —w 7 . (27)

Now it can be seen that if there is a warm anomaly in the mixed layer (i.e. T > 0)
giving rise to a deepening of the thermocline (i.e. h > 0), the second term on the right
of equation 27 will be positive, leading to more warming. This positive feedback is known
as the thermocline feedback. Similarly, from the first term on the right of equation 27,
it can be deduced that a positive temperature anomaly, associated with a reduction in
upwelling (w < 0), will likewise enhance the positive temperature anomaly, acting as a
positive feedback. This is called the upwelling feedback.
An analogous treatment of the zonal advection terms of the temperature equation

oT oT
yields linearized equation R R
or or .orT
— = U — U—. 2
ot~ “or "o (29)

Now a positive temperature anomaly will produce a zonal velocity anomaly @ that acts to
enhance this anomaly by the advection of the mean temperature field 7. This is the zonal
advection feedback.
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2.4 ZC model equilibria, stability, and bifurcations

After discretisation, we can reduce the ZC model to the general form

X

7 = feom). (30)

Then, equilibria x = x* are found by solving
£, 1) = 0. (31)

Suppose that we know one solution x*( = 0). As p is varied, we expect x*(u) to vary
continuously (at least for a while, generically). Such a branch of solutions traces out a
curve in the x-y plane. A convenient way to solve such a system is to utilise this continuous
changing of the solutions by viewing the arclength s along this curve as a parameter and
solve instead

f(x*(s), u(s)) =0, (32)
N(ZZCS,C’ZS) —0, (33)

where N is a normalisation constraint on the arclength.
Given an equilibria x*, we are interested in its stability. For this purpose, write x =
x* + x’. Then, linearising in x’, the equation becomes

X/

= = Jx 34
=¥, (34)
where J;; = 0f;/0x;(x* (1)) is the Jacobian of the dynamical system evaluated at x = x*(11).

We can determine the stability of a given solution x* by writing x’ = %e’’, and then o
satisfies the eigenvalue problem

JX = 0% (35)

We say that x* is a stable equilibria if R(¢) < 0 and an unstable equilibria if R(o) > 0.

As p is varied, there are a number of possibilities for the behaviour of such equilibria. In
general there will be particular values of u = p*, called bifurcation points, at which a given
solution changes its stability properties, or ceases to exist altogether, as p is varied through
its bifurcation value p*. There a four canonical types of bifurcations found in dynamical
systems, namely

e Saddle—node bifurcation: A saddlenode bifurcation is the bifurcation in which
there are no equilibria for ¢ < p* and a pair of equilibria with opposite stability
properties for u > p*. Through a change of variables, any one-dimensional system
with a saddlenode bifurcation can be mapped, sufficiently close to its bifurcation
point, onto the form

i=p— a2 (36)

We see that for u < 0 there are no equilibria, whilst for 4 > 0 there are two equilibria
x* = £,/u. The Jacobian is just —2x, and so the solution x* = /i is stable, whilst
the solution z* = —, /i is unstable.
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e Pitchfork bifurcation: A pitchfork bifurcation is the bifurcation in which there is
a single equilibria (which may or may not be stable) for u < p* (the case < is called
supercritical, and the case > is called subcritical), and three equilibria for u 2 p* in
which the original equilibria point swaps its stability, and the two new equilibria have
the stability of the original solution. The normal form for a pitchfork bifurcation is

3

& = px — 2 (supercritical), (37)

&= px+ 2> (subcritical). (38)

In the first case, the solution x = 0 is stable for © < 0 and unstable for p > 0, and
the solutions x = +£,/p only exist for p > 0, and are stable there. In the second
case, the solution x = 0 is stable for u < 0 and unstable for p > 0, and the solutions
x = £+/—p only exist for p < 0 and are unstable there. The transformation ¢ — —t
reverses the stability of all the solutions, but the systems still retain their original
labels ‘supercritical’ and ‘subcritical’.

e Transcritical bifurcation: A transcritical bifurcation is the bifurcation in which
there are two solutions for each of p < p*, but at p = p* they coincide, and swap
their stability. The normal form for a transcritical bifurcation is

&= pr — 22 (39)

We see that the equilibria are always x = 0 or u. However, the Jacobian is p — 2z,
and so the solution z = 0 is stable for 4 < 0 and unstable for y > 0 whereas the
solution x = p is unstable for p < 0 and stable for p > 0.

e Hopf bifurcation: A Hopf bifurcation is the bifurcation in which there is one equi-
libria for p < p* (which we again call super/subcritical), and a single equilibria for
w2 p* with the opposite stability, and a periodic orbit that coincides with the equi-
libria when g = p*. The normal form for a Hopf bifurcation is

&= pr —wy — x(2® +y°), (40)
§ = py +wz —y(@® +y?). (41)

It is clear that (z,y) = (0,0) is an equilibria for this system. The Jacobian at (0, 0) is
B
so.0= (4 ). (2

which has eigenvalues ¢ = p £ iw, and so the equilibria (z,y) = (0,0) is stable for
1 < 0 and unstable for g > 0.
To demonstrate that this system has a periodic orbit for p > 0 it is convenient to use
polar co-ordinates (z,y) = r(cos 6, sin @), in which case
P = pr —r3, (43)
0= uw, (44)
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and so provided w # 0, there is a stable periodic orbit solution r = |/ and 0 = wt+ 0y
when g > 0. Note that in the degenerate case w = 0, we obtain a circle of fixed points
that are marginally stable in the angular direction, and stable in the radial direction.
Since the equation for r is nearly pitchfork-like (we don’t allow r < 0), changing the
signs of terms in the above equations yields super/subcritical Hopf bifurcations with
the same convention as for the pitchfork case.

A Hopf bifurcation can be viewed physically as feedbacks amplifying to give an oscil-
latory signal.

There are a whole range of other bifurcations which are typically degenerate cases in
which the first order nonlinearity occurs at even higher orders in . We typically don’t see
these, and indeed typically don’t see pitchfork or transcritical bifurcations. The reason for
this is that, for example, if we have made some error in modeling whatever physical system
we are interested in, then perhaps each of the equations for these bifurcations should have an
extra constant € added to the right hand side. Then we see that the saddle-node bifurcation
remains a saddle—node bifurcation, the Hopf bifurcation remains a Hopf bifurcation, but
the pitchfork bifurcation separates into an isolated non-bifurcating solution and a saddle—
node bifurcation, and the transcritical bifurcation separates into a pair of saddle—node
bifurcations.

For higher dimensional dynamical systems, we may invoke the centre manifold theorem
(which is quite technical) to see that near a bifurcation point, the dynamics of the dynamical
system collapses onto a low dimensional (often one or two) manifold on which the reduced
dynamics generically take the form of one of the bifurcations discussed above.

2.5 Hopf bifurcation in the ZC model

As the ocean—atmosphere coupling parameter p in the ZC model is increased from zero,
there has been shown to be a Hopf bifurcation when g &~ 0.525, and the period of the
resulting periodic orbit is approximately 4 years. This observation has been used as a first
order explanation of El Nino. Additionally, it is known that u scales with the square of
ocean basin size, and so, for example, given that the size of the Atlantic ocean basin is
approximately one third of the size of the Pacific ocean basin, we have piatiantic & fpacific/9,
and so the lack of an El Nifio event in the Atlantic could be explained by the fact that
HAtlantic S 0.525 < ppacific, and so there does not exist a periodic orbit solution of the ZC
model.

For the ZC model, the Hopf bifurcation corresponds to an amplifying feedback of geo-
metrically confined Rossby and Kelvin basin modes with SST modes.

3 Physical Mechanisms for ENSO

We have seen from the ZC model that with idealized ocean-atmosphere coupling and oceanic
wave dynamics it is possible to find oscillatory solutions in certain parts of parameter
space that resemble ENSO in amplitude and period. Below we heuristically describe two
mechanisms that might give rise to such oscillatory behavior.
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3.1 Wave oscillator

Consider a positive temperature anomaly at the equator in the Pacific ocean, which cor-
responds to a positive SSH anomaly on-equator, with compensatory negative SSH anoma-
lies off-equator to the north and south. We have seen that such a signal may propagate
eastwards as an equatorial Kelvin wave on the equator, which may be interpreted as the
eastward propagating and growth of an El Nino. Meanwhile, the off-equator signal will
propagate westward as a Rossby wave and, on reaching the westerward basin boundary,
may be reflected as an equatorial Kelvin wave. This reflected wave signal has the possibil-
ity of interfering with and killing the original positive temperature anomaly, ending the El
Nifio. Whilst this delayed oscillator mechanism of El Ninio undoubtedly influences ENSO
dynamics, a consideration of the timescales involved (from the Kelvin and Rossby wave
speeds) does not explain the observed ENSO period of four to seven years.

3.2 Recharge oscillator

I Sverdrup Transport

Depth anomaly

Depth anomaly

Depth anomaly
Depth anomaly

Figure 5: A schematic of the stages of the recharge oscillator mechanism for ENSO.

An alternative mechanism that produces longer timescale variability comes from con-
sidering the overall basin adjustment. A positive SST anomaly in the eastern Pacific will
produce a westerly wind stress anomaly. The wind stress acts to change the thermocline
slope, piling up water and so depressing the thermocline in the east, whilst shoaling the
thermocline in the west. Such a perturbation to the thermocline slope will enhance the
SST perturbation, acting as a positive feedback. As the positive temperature anomaly
strengthens, there is a divergent transport of heat off-equator by the ocean, which shoals
the thermocline, suppressing the SST anomaly and so reducing the westerly wind anomaly.
The shoaling of the thermocline eventually carries the system into the opposite phase, with
a negative SST anomaly in the east, and so an easterly wind stress anomaly. This causes
the convergent transport of heat to the equator, resulting in the “recharge” of the ocean
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heat content there. As such, this mechanism is known as the recharge oscillator view of
ENSO. This process is shown schematically in Figure 5.

59



Lecture 8: The El Nino Phenomenon (continued)

Henk A. Dijkstra; notes by Florence Marcotte & Cesar Rocha

June 24, 2015

1 Deterministic Chaos

So far we have seen that the oscillatory behavior of El Nino Southern Oscillation (ENSO)
mechanism was related to the saturation of a unstable mode above the threshold of a Hopf
bifurcation, corresponding to a given critical coupling strength between the atmosphere
and the ocean. An interesting point in the record of the ENSO signal is the signature of
some mean seasonal cycle. For the western tropical Pacific ocean, negative anomalies in
the records of zonal winds occur around April, whereas positive anomalies occur around
December. Furthermore, sea surface temperature (SST) anomalies are observed at the same
periods: positive SST anomalies are associated with negative zonal wind anomalies, and
negative SST anomalies are associated with positive zonal wind anomalies. It is important
to note that ENSO events and the seasonal cycle are sensitive to the same environmental
factors such as wind forcing and the ocean circulation. ENSO’s non-linear interaction with
the seasonal cycle is characterized by a tendency to synchrony in periodic, subharmonic
oscillation. At this point we saw an interesting movie: illustration of the 5 unsynchronized
oscillators metronoms. Once they are coupled together through a moving plate, their oscil-
lation period tend to synchronize. Once the plate is removed (the coupling is broken), the
periods desynchronize again.

In order to illustrate the tendency for phase-locking of anomalous events, we pick up a
constant driving frequency €2 and a starting point xg, then iteratively compute z,11 from
x, through the non-linear relationship:

Tpt1 = Tp + Q2 — % sin (2 * Tz (modl)) (1)
The map of the interaction between anomalies and the driving cycle is obtained by displaying
all the computed x in the (€2, x) plane, for all the described 2. As we increase the parameter
k in the non-linear forcing, an increasing number of “windows” are opening and widening in
the (2, z) space. These “windows” are the orbital periods of limit circles encountered in the
iterative process, and correspond to rational multiples of the driving frequency €2 onto which
the system is locking. The frequency ratio of the model to the driving frequency describe
a ”devil’s staircase” as the number and width of frequency-locked steps (corresponding to
the windows) increases infinitely.

The Zebiak-Cane model is the first coupled atmosphere-ocean model taking into account
the interaction between the seasonal cycle and the Hopf bifurcation oscillatory frequency
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by relating the seasonal frequency €2 to the atmospheric/oceanic coupling strength param-
eter 1 and the upwelling feedback parameter ¢ through a “Devil’s terrace” (we recover a
Devil’s staircase with two non-linear forcing terms, equivalent of a ki and a ko in previous
description). As the coupling strength is increased, both the amplitude and the time scale
of the oscillations are enhanced. By tuning the parameters p and §, Zebiak-Cane model
predicts 3 ENSO events over 10 years, which is in good agreement with observational data.

This ends the deterministic part of the discussion. Stochasticity will be now included
by adding some noise into ENSO models.

2 Effect of Noise on the Hopf Bifurcation

Unresolved fast and short scales can be integrated into ENSO models by adding noise. As
an example, the westerly wind bursts (WWB) events are characterized by velocities above
7 m s~!, with a typical duration of a few days. These unresolved processes are known to
trigger the propagation of perturbations in the form of equatorial Kelvin and Rossby waves.
The correlation between this events can be verified in using a singular value decomposition
analysis of the SST-Wind covariance matrix.

If we assume that the effect of WWB is a noise in the system, then what is the response
of the model ?

The response of Zebiak-Cane model to white versus red noise is represented in the
subcritical and supercritical regimes. A remarkable result is that red noise can trigger a
response even before the critical point for the Hopf bifurcation is reached, that is, while
still in the subcritical regime. Adding red noise in the model can thus result in lowering
the bifurcation threshold.

We consider the following normal form:

X =X —wY - X(X?+Y?), (2)
Y =AY +wX - Y(X2+Y?). (3)
In our model, X would be the temperature anomaly on the East Pacific coast (at some
fixed longitude, say 30E) and Y the thermocline depth on the West coast. We derive the

stochastic extension of this normal form by adding some noise in the equation (where dWW;
and dWs are independent, Gaussian noises).

dX = (AX —wY — X(X%2 4+ Y?)dt + odWy, (4)
dY = (A\Y +wX — V(X2 +Y?))dt + odWs. (5)

In polar coordinates (r = vV X2+ Y? and 6 = arctan 3), the system reads (using Ito’s
formula for change of variables):
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or or 1,0%r O*r
dR = %dX%—a—deL (a 2(dX) +ﬁ(dY) %) +
X Y 1,v? X?

_ 2 2
=—odWi+ —odWs + 5(?(o—) + T—g(a) )dt + ...
2
= o(cos 0dW; + sin 0dWs) + g—dt ,
T

noise term additional drift term
1,2XY 2XY
90— 7O.dWl n 70'dW2 4= ( r (0_)2 o r4 (U)Q)dt + ...
_ (COSHdWQ - SlnHdVVl)

r

additional drift term

We now make the following transformation

dX = odW1,

dY = odWs.
dR = (M —13 + )dt + o(cos 0dW; + sin 0dWs), (6)
o = J(COSGdWQ - Sl:fgdwl) + wdt (7)

The stationary probability density function is

A2 r4 )
o2 20277

ps(r) = Nexp ( (8)

To prove (8) we first derive a system of coupled Fokker-Planck equations associated with
the stochastic system above. We obtain:

Ar— 13+ gj

= T 9
i=( o)

cosf sinf
g=o <_ne e) (10)

The diffusion operator D;; is then

D=gg" =" (1 ?) (11)

=" JJ 0 5

We look for a stationary density function pg(r), that is, dps(r) = 0). Thus

2 0.2

_ 1 B S\ LT
0=—=((\r—r"+ T)Tp)—i-QT(TpS)

r 2
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Finally
(12)

3 Stochastic Optimals

What forcing pattern is maximizing the variability of the system under subcritical condi-
tions? In order to address this question, we introduce white noise (delta-correlated noise in
time) with a spatial correlation given by the covariance matrix C"

dv
— = ARV + £(1) (13)
\I]n = \Ilnfl + Anflq’nfldt + \/ﬁgnfl (14)
forcing
E(¢) =0, (15)
E(¢i¢j) = 05;C (16)

Now rewrite:

U, =(1+ Ap_1dt)Wp_q + VdtCas
=(1 4 Ap_1dt) (14 Ap_odt)¥p_s + anfl) + VdtC, o

By recurrence, we find:

n—2
= RonWo + /() > Ri1,nrs (17)
k=0

where we have introduced the "propagator” R,,_1 , such that
v, = (1 + An—ldt)\ljn—l = Rn—l,n\lln—l (18)

Hence the mean variance is given by

E(¥,,) = E(Ro, o) 4 0 (19)
n—2n—2

E(< Up — E(Tn), Up —E(Uy) >) = dt Y > E(< Regine, Riv1nG >)  (20)
k=0 5=0

<RJT+17n7Rk+1,an7<~j>
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Now let

n—2n—2
B=dty Y Rl ,Rrp1n6] kdt, (21)
k=0 5=0
so that the total covariance is
N=tr(BC)=Y Niftj | < Vi, W > 2 (22)
ij . S~ ——
eigenvalues of B (resp C) eigenvectors of B (resp C)

where C is the covariance matrix. The first eigenvector of B is called the stochastic optimum.
The use of this eigenvector as a forcing pattern triggers the maximum response from the
model.
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Lecture 9 - Dansgaard-Oeschger Events

Henk A. Dijkstra; notes by Gunnar Peng & Chris Spalding

June 25, 2015

1 Dansgaard-Oeschger Events

In previous lectures, we discussed relatively short-term climatic fluctuations in the form of
the El Nino Southern Oscillation (ENSO). It is worth asking whether the global climate
system possesses similar, apparently stochastic oscillations over longer timescales, so long
that no human has lived through an entire cycle and so did not bother to call it an oscillation.
In order to seek such climatic modes we must turn to paleoclimatological data. Here, we
highlight evidence from ice cores. Specifically, one can drill into the ice on Greenland and
extract a core of ice, which has been inexorably laying down layer after layer of annual ice for
millennia, recording its local environment as it does so. Bubbles record the paleoatmosphere
and this has been used to deduce that, as suspected from its thermal absorption properties,
CO> has gone done when the ice has gone up, consistent with its greenhouse gas properties.
However, it is difficult to use CO9 as an accurate thermometer. A better thermometer exists
in the form of the ratio of “heavy” 0 to “light” 'O isotopes within the water molecules
of the ice.

The standard way to measure isotope ratios is via the §-notation defined for oxygen as

[180]/[160]sample - [180]/[16O]standard
[180]/[160]s‘candard

or, in other words, the measured deviation of the isotope ratio from a given standard mul-
tiplied by a thousand, yielding “units” of permil. The lighter isotope of oxygen evaporates
more easily and so rain clouds are generally depleted in 80 relative to seawater. Further-
more, as these rainclouds move towards the poles, where they deposit ice, they rain out even
more heavy oxygen ! until, by the time they form ice, they are depleted by 10s of permil
relative to their source water. The degree of water/vapour fractionation is temperature
dependent. Qualitatively, in colder periods, the fractionation is greater, leading to more
negative 680 values in ice caps. Additionally, in colder climates, the poles tend to have
more ice, which sequesters much of the ocean’s light oxygen, making the ocean heavier in
general and the ice caps lighter. Cumulatively, these processes make for lighter ice caps in
colder periods.

With this theory under our belt, we can look at the measured ice isotope data from
Greenland ice cores (Figure 1). Notice first that the record spans about 120,000 years, just
long enough to resolve a full “glacial cycle”, i.e., the global oscillation from generally higher

510 = x 1000 (1)

!This process is known as “Rayleigh Distillation”.
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temperatures to generally low temperatures. Records going back much further have revealed
that glacial cycles follow such a ~100,000 year periodicity for at least the previous four
cycles. The cause of such a periodicity in glacial cycles is still an active area of research, but
here we focus on shorter-scale features, occurring within glacial periods (periods of light ice
caps and lower temperatures). Specifically, the ice cores record rapid changes in temperature
from cold periods (known as stadiums) to warm periods (interstadials). Between about
70-20 kyr ago, the climate swung abruptly between these states with a periodicity of about
1470 years, with temperature changes up to about 10°C. These transitions have been named
Dansgaard-Oeschger (DO) Events and possess a peculiar asymmetry in that the warming
phas

1470 year periodicity

-—
-34 Younger Dryas Warm
- Dansgaard-Oeschger Events 2
8 1 12 20 21 3 2425
o 14 19
8 38 3 s P10l - o
QS 2 9 18
12
-42
NGRIP Ice Core
-46 mE @ = e ™ Cold
H1 H2 H3  H4 H5 H6

50 100
Age (kyrs ago)

Figure 1: Plot of the §'¥0O data from the NGRIP ice core record. The numbers refer to
the interstadials (warm periods, high §'%0). So-called Heinrich events are marked with the
labels H1 to H6. The red arrow denotes the temporal range within which a strong 1470-year
periodicity is observed in the 50 signal.

One mysterious feature of DO events is that they don’t appear to correspond to any
known natural frequency in climatic forcing, as opposed to the glacial cycles themselves
which have been linked (with varying degrees of success) to Milankovich Cycles (the Earth’s
spin-axis precession, obliquity cycles and orbital eccentricity oscillations). The literature
exploring the potential sources of DO-events is vast and we do not cover them here. However,
what we present is more of a cautionary tale arising out of stochastic theory, namely, that
stochastic forcing upon a dynamical system may amplify a periodic signal that you might
have otherwise thought negligible, through the process of “Stochastic Resonance”. In order
to arrive at the key result, we first lay down a theory which allows for multiple stable states
within the global overturning and then show how stochastic forcing might cause a system
to shift between these states - analogous to DO-events.

1.1 Ocean circulation

Before attempting a dynamical systems description for DO-events, we provide a very brief
background on the (Atlantic) Meridional Overturning Circulation, or (A)MOC. Looking at
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the Atlantic as whole, there are two main sources of “deep water”, meaning water that more
or less descends to the ocean floor by way of negative buoyancy forcing. The first source is
Antarctic Bottom Water (AABW), forming, unsurprisingly, near Antarctica. We shall not
describe this source in much more detail except to note that it forms the deepest water in
the Atlantic by way of extensive cooling in and around the edges of the Antarctic ice sheet.
The second source, North Atlantic Deep Water (NADW), is our primary concern here, and
more often supposed to be important in driving DO events.

NADW forms mostly in the Greenland and Labrador Seas. Its mechanism of formation
is roughly as follows. Strong evaporation at low northern latitudes in the Atlantic increases
the surface salinity of the water which is then carried northward into the regions of deep-
water formation. The high salinity comes with a high density, which “pre-conditions” the
water for convection by eroding its stable stratification. Subsequent cooling in the winter is
usually able to destabilise the stratification, leading to deep convection and the formation
of deep water. Owing to its high salinity, NADW is actually denser than southern-source
AABW at the surface of the ocean. However, an interesting property of seawater is that the
thermal expansion coefficient increases with pressure, making temperature more important
for density at the bottom of the ocean than at the surface. What this amounts to is the
coldness of the AABW leading to it being denser than NADW once both have reached the
bottom of the ocean. The MOC is often described in terms of a zonally (longitudinally)
averaged stream function

0 Te
Urioc(y, 2, 1) = / / oy, 2, t) de d?, (2)

where we have chosen Vyjoc = 0 at the ocean surface and consider a basin with western
margin situated at longitudinal position z,, and eastern margin at x.. The variable y is
meridional (latitudinal) distance along the surface of the Earth. Notice that ¥yoc is a
volume transport and is usually measured in Sverdrups (Sv), where 1 Sv= 105 m3yr~1. Of
interest is the heat carried by this volume, which depends upon the temperature of the
northern-ward moving surface water. In general, stronger AMOC correlates with greater
heat transport within recent, temporally-limited observations, but it is uncertain to extend
this conclusion to longer timescales.

Direct measurements of the MOC are sparse, with a detailed evaluation of ¥ y\ioc often
drawn from numerical models. However, the MOC is now routinely monitored at 23°N
using the RAPID-MOCHA array. Essentially, what these observations have revealed is an
extremely variable MOC strength, with total transport even appearing to reverse in sign
briefly near the beginning of 2010. Paleoproxy evidence has been used to deduce changes
to the AMOC in past climate regimes. In particular, the ratio of ?3'Pa to ?*°Th in Atlantic
sediments has been used to deduce a dramatic and sudden switching off of the AMOC
roughly 18 kyr ago, coinciding with Heinrich Stadial 1 (H1, figure 1). The AMOC appears
to have abruptly switched back on again about 14,700 kyr ago, at the start of a period of
warming known as the Bolling-Allergd interstadial (McManus et al. 2004). We do not have
evidence for such transitions during all DO events, but the knowledge that the AMOC can
change so dramatically warrants further investigation into whether multiple stable states
might be inherent to the system.
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Figure 2: A section along the Atlantic. The top diagram shows the measured salinity and
the lower depicts (potential) temperature. Water sinks to deep levels in the North and the
South, as can be seen in the sections as a salty tongue descending from the north and a cold
tongue from the south. At the ocean floor, the southern-source AABW is denser, by virtue
of its low temperature than the northern-sources NADW, which is warmer. Variability in
the associated heat transport from the northern regions has been implicated in the origin
of DO events.

1.2 The salt -advection feedback
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Figure 3: Stommel two-box model of salt-advection feedback.
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The simplest picture one can imagine that captures the key aspects of the AMOC can
be traced back to Stommel (1961). It is reasonable to suppose that the degree of mixing
between equatorial and polar water reservoirs depends upon their mutual density difference
Ap. A physical reason for this is that denser polar water is more pre-conditioned to convect
to the ocean floor, enhancing meridional overturning and presumably pole-equator mixing.
Accordingly, we begin the formulation of our simple model by supposing there to exist two
reservoirs of water, one representing the poles and the other the equator, with temperatures
and salinities 7T}, S, and T, S respectively (see figure 3).

We approximate the density of seawater as following a simple linear dependence upon
T and S,

p=po—arp(T —To) + as(S — So), (3)

where the thermal expansivity ar and salinity coefficients « are assumed constant. We
may then express the density difference between the two reservoirs as

Ap = —ap(T, — Te) + as(Sp — Se), (4)

which in turn governs the mixing rate Q(Ap).

These two reservoirs not only interact with each other, but are individually forced at
their boundaries. Specifically, we suppose the temperature to relax, over a timescale ¢,.,
to the local atmospheric temperature T,. In the interest of symmetry, we suppose the
polar box to possess Ty, = Tp — 0/2 and the equatorial box to relax to Tg . = To + /2.
Salinity, too, is forced. However, a crucial aspect of atmosphere-ocean interactions is that,
whereas colder water will have greater tendency to draw in heat than warmer water, salty
water does not stimulate the atmosphere to rain on it! Consequently, salinity forcing is
poorly modelled as a relaxation to some equilibrium value. We adopt a more physical
form for the forcing whereby a prescribed flux Fs/2 of fresh water enters the polar ocean
(in the form of rain, meltwater, etc.), with an equal volume (for simplicity) leaving at the
equator by evaporation. As Sy is the typical value of salinity in the ocean, the result of the
freshwater flux is a decrease in salinity in the polar box with rate proportional to Fis.Sy and
an equivalent increase in the equatorial box.

We may now write out the equations governing the two-basin system (see Cessi 1994):

T~ - @+ 40 - L8 1), 5=+ - H (s s, (o)
T, = _;[Tp —(Ty - 10)) - @(Tp ~T.), S,= —2%50 - Q(ﬁp) (Sp—Se) (5b)

where H is the ocean depth. We can now see that in the form written above, Q(Ap) must
be positive. The reason for this is that although @ is physically the advection of water
between two reservoirs, this advection is closed, with as much going in as is coming out
for each reservoir. If you reverse the direction of circulation the quantity of polar water
moving into the equator and vice versa remain unchanged. With this in mind, considering
the simplicity of the model, we are free to choose a functional form for () that depends only
on the magnitude of Ap. For definiteness, we choose

Qmm—;+£;mm, (6)
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where V' is the volume of each reservoir, ¢ is a dimensional transport coefficient and ¢4 is
the timescale of diffusive mixing between the two reservoirs that would occur in the absence
of a density difference.

We are interested in obtaining the possible steady state solutions to the system of
equations above and so it is convenient to define the temperature and salinity differences

AT=T.-T,, AS=S.-5, (7)

and work in terms of these variables. From equations 5, we obtain the time evolution of
the temperature and salinity differences:

%T - _tl(AT —0) — Q(Ap)AT, (8a)
dAS F,
— = 75 — Q(Ap)AS. (8b)

We now introduce appropriate scales with which to reduce the dynamical variables AT
and AS, together with time ¢, to their respective dimensionless forms. Appropriate choices
are as follows

AT _aAS ;1
Once scaled, the dynamical equations for z(¢') and y(t') read

i=—a(z—1)—z[l+p*(z—y)?, (10a)
g =F—y[l+p*(x—y)?], (10Db)

where (ah)? S

td 2 _ qtaloy s S0td

S = LLMT) o F.. 11
T Vo w6H ()

The parameter « is the ratio of the diffusive timescale to the timescale over which tempera-
ture would exponentially decay to the local atmospheric value. The parameter p measures
the strength of the buoyancy-driven convection between the two basins relative to the dif-
fusive mixing. The parameter F' measures the amount of freshwater forcing.

Parameter Meaning Value Unit
t, temperature relaxation timescale 25 days
H mean ocean depth 4,500 m
tq diffusion time scale 180 years
ta advection time scale 29 years
q transport coefficient 1.92 x 10'2 m3s~!
\%4 ocean volume 300 x 4.5 x 8,250  km?3
ar thermal expansion coefficient 1074 K1
ag haline contraction coefficient 7.6 x 107 -
So reference salinity 35 gkg™!
0 meridional temperature difference 25 K

Table 1: Parameters of the stochastic salt advection model.
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We may simplify the equation above by noting that for parameters typical of the real
ocean (see table) o > 1, which means that the reservoirs will equilibrate with their local
forcing temperatures much more rapidly than they are likely to mix each other’s tempera-
tures. Therefore, we may suppose that x remains close to 1 which reduces the problem to
an ODE in y(t) alone (where we drop the primes on ¢’ for convenience):

dy _

2 =F—y[l+ 1=y (12)

If we suppose for now that F = F is independent of time, we can represent the time
evolution of y using a potential function V(y):

% =-V'(y),  where V(y)=—Fy+ %zﬁ + <iy4 - %y?’ + ;zf) , (13)
and its derivative with respect to y is denoted by the prime. We illustrate V(y) using
F = 1.1 and p? = 6.2 in Figure 4. As can be seen, V(y) is a double-welled potential with
two stable minima and an unstable maximum. In order to transition from one potential
well to the other, a finite amplitude “kick” in y is required.

Recalling that y is simply the dimensionless salinity difference, we immediately see that
the two reservoirs can remain in a stable state with either a large salinity difference or a
small one. Physically, these correspond to the following. The poles are colder and fresher
than the equator. If we freshen the poles, we increase AS, but because temperature drives
the convection, this freshening reduces Ap and so the MOC weakens. Therefore, the higher
(lower) value of y is usually referred to as the off (on) state of circulation. Another way
to look at it is that in order to balance the freshwater forcing at a large AS we need less
mixing between the reservoirs than if we have a smaller AS. Ultimately, the conclusion
here is that the meridional overturning circulation can jump between the on and off states
impulsively, given a finite-amplitude forcing, such as a particularly large ice-melt event.

Of course, freshwater forcing F' is unlikely to be constant in reality. Next, we consider
F to vary stochastically, perhaps modelling rainstorms, or ice-sheet collapses, which create
a set of random kicks of freshwater flux which we model as white noise with amplitude o
such that F' = F + o£(t). This leads to the stochastic It6 equation

dY, = =V'(Y;) dt + o dW;. (14)

Note here that the result of adding fluctuations to F' is additive noise in the equation for
Y, rather than noise in the potential V' (y).

As we have seen in previous lectures, we can write down the forward Fokker-Planck
equation in order to solve for the probability density function p(y,t) that generates a given
trajectory in Y;

op 0 1 ,0%

==V = 15

Y ay< (y)p> + 50 oy (15)
Now, in the deterministic case before, we sought time-independent solutions for y. Of

course, it makes no sense to look for truly time-independent solutions for the random
variable Y;, but a statistically steady solution may be found by setting dp/0t = 0 and
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solving for the function p5*(y) satisfying stationary statistics. The solution is relatively

straightforward and we simply state the result,

0o -1
pstat(y) — Ce_U%V(y), Where C = </ e_U%V(y) dy) (16)

is the normalization coefficient and we have used the boundary condition that p — 0 as
Yy — Fo00.

Some numerical results for equations 14 and 15 are shown in figure 4. The histograms
and probability densities are initially peaked at the well near which the system was launched,
indicating that the peak at y = y, is difficult to cross. They do eventually spread out,
though, and attain the steady state given by equation 16. In this state, the system typically
fluctuates around in one of the two wells and randomly transitions between them, while
spending more time overall in the deeper well.

Figure 4: Motion in the double-well potential V(y) from equation 13 with /' = 1.1 and
u? = 6.2. Top: Potential V(y). Bottom: Stochastic motion (equation 14) with noise
amplitude o = 0.2 starting from Yy = 0 (left) or Yy = 1 (right). The time evolution of
five realizations are shown, as well as histograms (blue) from 10000 realizations and the
probability density (red) obtained from numerical solution of the corresponding Fokker—
Planck equation (15). The distribution labelled ¢ = oo is the steady-state distribution
p*tat(y) from equation 16.
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1.3 Escape time

We discussed in a previous lecture the concept of mean escape times. In this context,
suppose we are in the “on”-state y = y, of meridional overturning but subject the system
to given, stochastic freshwater forcing. How long is it likely to take for the system to flip
into the other (“oft”) state y = y.?

The expected time T(y) required to escape to y. when starting from y satisfies an
equation related to the backward Kolmogorov equation:

~V'T + 10T, with T(y.) =0, T'(—00)=0, (17)

where the boundary conditions state that it takes no time to reach y. when starting from
Ye, and that the escape time varies very little for y far below the potential well at y, since
the restoring deterministic drift is very strong there.

The equation is a linear first-order equation for 7”(y) which we solve by multiplying by
the integrating factor exp(—2V (y)/o?):

— _ _ /
P A 1 (—V’T’ + %QT”) Sy (e*%VT’) . (18)
Integration of both sides and using the boundary condition 7”(—o0) = 0 yields

T(y) = e2V®) / ~3V() gg— 2 / cZV -V 4 (192)

A second integration using T'(y.) = 0 yields

_ Y z
T(y) = —022/ / e VEVEN gg g (20)
2=y J s=—00

Hence the mean escape time from the “on” state y = y, to the “off” state y = y. is

T =5 [ [ e (BVE - Vi) dsa @

1.3.1 Asymptotic approximation using Laplace’s method

We can obtain an asymptotic approximation to the above integral in the limit of small
noise, where o2 is much smaller than the typical variation V (y,) — V (y,) of the potential,
so that we can treat M = 2/0? as a large parameter. In this case, the main contribution to
the integral in equation 21 comes from the region where the exponent M|V (z) — V(s)] is
maximal, i.e. z & y, and s =~ y,. The contributions from any other regions are exponentially
small and can be ignored. We can thus approximate the result as

T(ya) ~ M voe MV(2) 4 Yahe ~MV(s) 4 99
Ya) & e z e s, (22)
v

Yp—¢€ a—€

where € > 0 is small.
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After a change of variables z = y, +x or s = y, + x, the two integral factors in equation
(22) have the form

I= [ M@ gy, (23)

—€

where M > 1 and f(z) = V(yp + ) or f(z) = —V(ys + #) has a maximum at z = 0.
We have argued that almost all of the contribution to the integral I comes from the region
near this maximum, so we may Taylor expand f(z) as f(z) ~ f(0) + f”(0)2?/2, where no
linear term is present and f”(0) < 0 since z = 0 is a maximum. After the expansion, we
can extend the limits to infinity, again because the contributions from regions away from
the exponential maximum near x = 0 are negligible, and hence

E M@ g s MO /6 e 2 MIf"O)la? gy (24a)
M) [T —im (0)]22
e f()/ e 2MIS Oz gy (24b)
—o0
~ eM10) _ 2 , (24c¢)
M f7(0)]
where we have made use of the standard result ffooo e dg = /7 /a.

The two integral factors in equation 22 are thus

Ypte ot
MV(2) 15 =~ MV (yp) (25a)
e z R e , a
~/yb—5 MV (ys)|
Yate€ 27-[-
—MV (s) ds ~ —MV (ya) (25]3)
e S [——e ,
/ya—e MIV"(ya)|

and hence the mean escape time from the “on” state y = y, to the “off” state y = y. is
approximately

_ 1 2
T(y,) = 277\/ T o (2 V) = V) | (26

From the calculations, we can see that this escape time is the same from any state in the
well near y = y, over the peak y = y; to any state in the well near y = y.. This is in line
with our intuition that, for weak noise, the deterministic drift quickly drives the system to
the bottom of the well y = y, where it fluctuates until eventually a large enough random
perturbation kicks the system over the crest y = ¥, and it falls into the other well y = y..

1.4 Periodic forcing

Within the autonomous framework above, the system will jump between on and off states
stochastically, but will not display any periodic behaviour, as is observed for DO events.
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We therefore augment the previous model with a periodic modulation to the deterministic
part of the freshwater forcing, so that

F=F+0f(t) + Asin (277%) , (27)

where A is the amplitude of periodic forcing and 7T is the dimensionless period of forcing
(as we are still working with dimensionless variables). The governing equation is thus
dy/dt = —dV/dy + o&(t), where the potential V (y,t) can be chosen as

_ 1 1 2 1 t
V(y,t)=—Fy+ §y2 + u? <—y4 — P+ —yz) — Asin (27r?> (y —0.7). (28)

4 3 2

Figure 5: Motion in a time-periodic double-well potential (equation 28 with F = 1.1,
p? = 6.2 and A = 0.05). Top: The potential V at t = —T/2, 0, T/2. Bottom: Stochastic
motion with noise amplitude o = 0.05 (left), o = 0.15 (middle), o = 0.25 (right). The time
evolution of one realization is shown (black curve), as well as the probability density (heat
map) obtained from evolving the corresponding Fokker—Planck equation forward until a
time-periodic state is reached. The period T' chosen corresponds to 100 000 years.

In Figure 5, we show what happens for a small perturbation (A = 0.05) to the mean
forcing F' for various values of the noise amplitude o. For small noise, the system remains
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in the deeper well most of the time as expected. For large noise, the probability density
system frequently transitions between the two wells, almost as if the middle peak at y =
did not exist, and the periodicity is quite weak. However, for an intermediate value of
noise strength, we recover periodic behaviour on the timescale T. The response is not a
small perturbation, but a jump between on and off states every cycle. We have ended up
with a system exhibiting so-called “stochastic resonance”, whereby the noise is just large
enough to switch between states almost every time the background forcing oscillates.

It is unclear whether the DO events are in fact generated by such a mechanism (the
addition of a ~1500 year periodicity in freshwater forcing is ad hoc — we know of no such
forcing in reality), but it nonetheless constitutes a fascinating result that ordered behaviour
may come out of the addition of white noise.
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Lecture 10: Dansgaard-Oeschger Events (continued) & Ocean
Western Boundary Current Variability

Henk A. Dijkstra; notes by Tom Beucler & Andre Souza

June 26, 2015

1 Stochastic Resonance

It is possible to synchronize transitions when you have a periodic forcing on a double
potential well:

.7}2 4

Vix) = -5 + % — ex cos(Q27)
Note that the fixed points location (defined by V’/(z) = 0 and V”(z) > 0) do not strongly
vary with 7 if the amplitude € is small (in which case the fixed points are given by x4 ~ +1),
unlike the value of the potential V' at this fixed points. For € < 1, these two values are

approximately given by:
1
V(zg) = V(1) = _[Z + e cos(27)]

Using the Laplace’s approximation, the transition times are approximately given by:

[V(0) —V(-1)] 1 — 4ecos(Q7)

202

} ~ V2 exp| ]

o2

<t >R 2 ! e {2
—1—1 ~ 4T *V”(O)V”(*l) Xp

<tis-1 >R 27T eXP{Q[V(O)U;V(l)]} ~\V2r eXP[M]

1
—VIO)V(1) 202

The transition times vary with 7 as the potential changes shape. Because the variance in
the transition time is very small compared to the transition time itself, the transition occurs
over a small time-interval. As a consequence, the Fourier spectrum has a strong peak at
the forcing frequency €). In the case of a small periodic forcing €, the synchronization can
occur for moderate values of o.

For example, if we take the small amplitude to be ¢ = 0.1, the shape of the potential
is very close to a double well. If we suppose that at 7 = 0, the state of the system is near
x4 ~ 1, the transition time < ¢;,_; > at this 7 is maximal, as the potential well is deepest.
If § << ti5-1 > (7 = 0), then the well will change shape and the system will almost
surely exit the well at 7 = & where the mean escape time < t;, 1 > is minimal:

The same reasoning can be applied when the system starts near x_ ~ —1 at 7 = §.
Thus, for small amplitude, the transitions of the system approximately occur when 7 is a
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Figure 1: V(x) vs x for 7 = 0 (left) 7 = 55 (middle) and 7 = & (right). The state of the
system is represented by the red dot.

multiple of &, and the system stochastically resonates with the forcing of angular frequency
Q:

V(x)

o5l - - 05 2 08
" AF & a5 : g

Figure 2: V(z) vs x for 7 = & (left) 7 = 3% (middle) and 7 = 2= (right). The state of the
system is represented by the red dot.

The synchronization of transitions has applications in climatic models: If a periodic
forcing is imposed, it is possible to have synchronization in the transitions, which allows
for the existence of multiple equillibria. However, attributing this signal to stochastic res-
onance is a controversial topic. For instance, stochastic resonance has been suggested as a
mechanism for the Dansgaard-Oeschger events, but many questions/doubts remain:

e Did multiple states of the Meridional Overturning Circulation exist during glacial
times?

e What is the origin of the 1500 years period in the freshwater forcing?

2 Ocean Western Boundary Current Variability

2.1 Chaotic behavior of the Kuroshio current

We are now interested in systems that exhibit chaotic behaviors, and ask ourselves what to
do when the circulation is so hard to model directly? Looking at the Sea Surface Height
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(SSH) variability, we can see that it is predominant in the Western boundaries of the
basins. In this lecture, we will focus on the Kuroshio current in Japan. Qiu et al. (2005)
have observed a strong interannual-decadal time scale transitions between different Kuroshio
paths (which look like spaghetti on the SSH contours), referred as path transitions. Looking
at the variation of the path length in time, you have a strong variability: we start with
a low path length, and then suddenly see a much bigger path lengths, corresponding to
a meandric current. In this case, due to the lack of data, it is hard to test for red noise;
instead they use a very simple reduced gravity shallow-water model for the wind:

ou . / 2 T
o T Vut fhAu=—g'Vi+ AgV u+pfh ¥|ulu

oh
Taking a few points along the coast line, the wind profile 7 is mimicked. As it is very
difficult to measure/determine the lateral friction Ay, it is taken as a control parameter.
For Ay = 220m?.s~1, Pierini et al. (2009) notice a strong transition in the behavior of the
model, which does not correspond to the observations anymore, if metrics such as SSH are
considered. The strong transition in the behavior of the system leads us to think that a

nonlinear transition occurs when Apg becomes large enough.

2.2 Deterministic quasi-geostrophic barotropic model

To model this transition, we adopt a Quasi-geostrophic barotropic model, giving us an
evolution equation for the streamfunction 1:

a¢ o V2
5 Tu Ve B = tak (VAT

where the horizontal velocity u and the relative vorticity ¢ are related to the streamfunction
¥ by:
u=kAVY
(= V2

We choose a double-gyre wind stress:
T = —cos(2my)i

so that we have eastwards wind in the Northern part of the domain and westwards wind in
the Southern part of the domain. The control parameters is now the Reynolds number of
the flow:

Note that we have chosen the wind field to be symmetrical about the mean axis of the
domain, which implies meridional symmetry of the equations of motion about this axis.
We thus observe a Pitchfork bifurcation as the Reynolds number exceeds its critical value,
which is the only co-dim 1 bifurcation leading to symmetry breaking. The flow can indeed
break from a double-gyre configuration to:
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e Steady-state streamfunction patterns.
e A jet-down configuration.
e A jet-up configuration.

At low-frequency, the two eigenmodes of the system (P and L) can merge to give interesting
periods depending on the choice of the parameters in the model; for instance, the period of
the gyre mode at Hopf bifurcation (Re ~ 80) is approximately 1.5y whereas the period of
other Rossby-basin modes is much shorter, of order 2-4 months. Increasing Re and looking
at the bifurcation diagram in (Re, W) space, the deterministic system undergoes in
this order:

e A Pitchfork bifurcation.
e A Hopf bifurcation.
e Gyre modes then appear.

e A homoclinic orbit then appears, connecting back the system to its initial fixed point.

asymmetry

1

forcing/dissipation
Figure 3: Schematic bifurcation diagram for the double-gyre model

The central question of this lecture is then: What happens if noise is added to the
system? In the case of a chaotic system, such as the previous one, the PDEs are too hard
to tackle directly, and we thus need to derive a low-order model. We:

e Neglect the diffusive term éVQC and replace it with a Rayleigh drag —uc.

e Choose the wind-stress strength as the control parameter.
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We then truncate the system by focusing on the 4 first modes of the basin in the meridional
direction:

¢(x7y7t) = Ak(t)G(x) Sin(ky)

b
Il o~
—

where:
Gs(x) = exp(—sz) - sinx

and (x,y) € [0, 7]?. If we Galerkin project the equations for 1, we obtain a low-order model,
consisting of 4 ODEs for the amplitudes Ag(t):

dA
7751 =C (A1A2 + Ag Az + A3A4) — Ay

dA
d7t2 = 262(A1A3 + A2A4) — CQA% — Ao + s

dA
7; = c3A1(Ay — Ag) — A3

dAy
dt
A wind-stress amplitude 19 = 0.1Pa gives a = 20. It is possible to prove that this low-order

model exhibits a transition sequence as « increases:

= —C4A% — 264A1A3 — A4

e First, we have a Pitchfork bifurcation.

e Then, we have a Hopf bifurcation.

e Finally, a homoclinic orbit appears.
Numerically, we show that the previous system has a steady attractive set with a first
Lyapunov exponent Ay > 0.
2.3 Stochastic low-order models for chaotic systems

We are now able to add noise in the system, by transforming the previous system of ODEs
in a system of SDEs:

dAy = [c1(A1 Az + As Az + A3Ay) — Aq]dt

dAy = [2c2(A1 A3 + AgAy) — cg AT — Ag)dt + csa(dt + o o dW)
dAz = [c3A1(Ay — Ag) — A3]dt
dA4 = [—C4A% — 2C4A1A3 — A4]dt

Note that adding noise to a dynamical system changes the definition of what we call an
attractor. We study the very simple 1D example:

{a‘c =z +t
x(s) = xo
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Results: sample measure
v =20, aRa=iS

mitial
conditions

Figure 4: Numerical simulation of the low-order dynamical system with N = 10° initial
conditions for a wind-stress 7 = 0.1hPa

Adding noise to this equation will not change its monotony. The solution of this system is
given by:
z(t) =exp(s—t)-[zo—s+1]+t—1

If we wanna look at the attractor in terms of asymptotic limit, we start by noticing that all
the trajectories eventually go to ¢ — 1. If you consider the following flow:

o(t,s)[x] =exp(s —t)-[x—s+ 1]+t -1

you are forced to go backwards in time and define an attractor differently.

lim |p(t, s)[x] — A(t)| — 0

§——00

where:

Aty =t—1

Indeed, the noise might make the system change attractor, which prevents us of going
forward in time to define the attractor. Similarly to what we did for the previously derived
low-order model, we can add noise to the Lorenz model:

dX = s(Y — X)dt + o XdW

dY = (rX —Y — XZ)dt + oY dW
dZ = (—bZ + XY)dt + o ZdW
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Numerically, we initiate the system with many initial conditions (typically N ~ 10% — 10?)
and perturb each initial condition with a single noise realization. We then look at the density
of trajectories in phase space. To study the effects of noise in the wind-stress forcing on the
intrinsic variability in this PDE model, three methods exist:

1. Study the local PDF through linearized dynamics (cf Kuehn et al. 2012)
2. Use dynamical orthogonal field theory (cf Sapsis et al. 2009 and Sapsis et al. 2013)
3. Use non-Markovian model reduction techniques (cf Chekroun et al. 2015)

We will study the second method and apply it to our stochastic barotropic QG model:

ou Viu
— ==V — —(u-Vu— fEAu+ Tw(x,t
=~V (e Vu— fhAut (e
V-u-0
where we separate the wind in its deterministic double-gyre part and a stochastic part:

TW = TDG(y)i + O-Tstochastic(xv Y, t)l

2.4 The dynamical orthogonal field method

They dynamical orthogonal field equation can be derived following Sapsis and Lermusiaux
(2009). Starting from a general SDE of the form:

ou(z,t,w)

ot = é[@(&, t, w)? w]

where:

(z,t,w) €D X T xQ
We define the mean of the field u as:
u(z,t) = E¥[u(z, t,w)] = / u(z, t,w)dP(w)
@)

where P is a probability measure on w. From the covariance matrix:
Cg(-,t)g(-,t) (ia y) = Ew[(g(§7 t, w) - E($7 t))(g(gv t w) - E(@ t))T]

we can define the integral operator:
Tcle) = /(D) Cutpu(n(zy) - oz, t)dx

and prove that it is compact, self-adjoint and positive. It follows that any random field
u has a Karhuven-Loeve expansion at a given time ¢:

“+o00

M(E, t, w) = E(§7 t) + Z Y;(tv w)ﬂ(£7 t)

where:
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e u;(z,t) are the eigenfunctions of T

e Y;(t,w) are zero-mean stochastic processes with variance E¥[Y;?(¢,w)] which are eigen-
values of the following eigenvalue problem:

T olus(, )] = B Y2 (tw)]us(y, 1
In many physical problems of interest (including ours), E“[V;2(t,w)] ~ exp(—ci) where

¢ > 0, so that to a good approximation, we can truncate the Karhuven-Loeve expansion to
a finite number of terms:

E(&, t, w) = E(£7 t) =+ Z Y;(t, w)%(gv t)
=1

We can see that the variation of the stochastic coefficients Y; can express exclusively the
evolution of the uncertainty within the stochastic space Vg = span(u;|i € [1, s]). However,
the evolution of the stochastic basis u; itself allows the uncertainty to cover Vg and VSJ-. To
avoid redundancy in the evolution of the uncertainty, we impose that the evolution of the
basis u; stays in VSJ-, ie

%LVS o< gtui\uj>20
This is the dynamically orthogonal condition (DO condition). We can now derive the DO

field equations by inserting the DO representation in the initial evolution equation:

0 dY 0

a@ + Uz + Y 8
Applying E¥ to the previous equatlon, we obtain an evolution equation for the mean part
of the representation:

u; = Llu(z, t,w),w]

B) y
572 = E{Llu(x,t,w),w]}

Taking the inner product of the evolution equation with w;, applying the orthonormality
condition of the u;, and the DO condition, we obtain: o

dy; 0
ﬁ =< 7“"&] >=< £ )"LL]

Applying E¥ to the previous equation and using the evolution equation for the mean part of

the representation, it is possible do derive an equation for the zero-mean stochastic processes
Y;:

dY;
dt

Finally, it is also possible to derive an equation for the basis vectors:

=< Llu,w] = E“{L[u, w]}|u; >

6
Sl = My [E*{L[w, w]Y}] - C M

where the operator IIy, al is defined as:

My [F(z)] = F(z)— < F(z)|ux(z,t) > ug(z,1)
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2.5 Application to the quasi-geostrophic barotropic model

We come back to our BT QG model and apply the DO analysis following Sapsis and Dijkstra
(2013). We first expand the horizontal velocity and the pressure:

S
w(z, t,w) =z, t) + Y Yi(t,w)ui(z, )
=1
p =po + Yipi — YiYjpij + Zb,

where Z, are the coefficients of the noisy part of the wind:

oTa(,y,t) = Y Zi(t,w)ok(, )

k=1
The DO mean equations can be written:
Ju v _ 1 1
5 = Yot = = (@ V)u - fEAT+Ti(2,t) - Cyiy, - [= Vb + 5 (W - V) + S (us - Vug)
0=V-u

Projecting on the DO modes, it is possible to obtain a solvable system of (s+1) PDEs. The
stochastic wind stress forcing follows the bulk formula for the momentum flux:

ot
Tstochastic — pairCD ’Q |@

where pg; is the air density, v’ the near-surface wind’s velocity and Cp the drag coefficient.
The near-surface wind is taken to be stochastic:

u' = f(x,y)n(t)

where 7(t) is a white/colored noise vector depending on the experiment, with mean 0 and
variance . The weight function f parametrizes the spatial structure of the atmospheric
variability with a Gaussian shape, whose origin is placed at the center of the basin:

L L 1 x? y?
= A dyerf(—=)erf(—=L)] "2 — + =

Looking at the resulting 3D contours of the PDF, we can see that the main effect of the

noise is to allow for multiple equillibria of the system. Looking at the effect of the noise in
more detail, we can see significant differences if the noise is chosen to be white or colored:

e If we choose a white-noise excitation 7(t) o< dW (t) where W is a vectorial Wiener
process, then the stochastic excitation has zero effect on the instantaneous evolution
of the mean field, and the shape of the stochastic subspace Vg. As a consequence, it
will not influence the general statistics of the double-gyre flow.
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e More generally, we can choose a colored noise excitation, for instance through the
Ornstein-Uhlenbeck process:

Tdn(t) = —n(t) + V2rdW (t)

where 7 is the decorrelation time scale (7 > 1 corresponds to the deterministic case
and 7 < 1 to the white-noise case). This does not only allow to internally transfer
energy between the DO modes, but it also allows the stochastic modes to directly
absorb energy from the stochastic forcing. Depending on the value of 7, colored noise
can either destabilize some DO modes and push the system in a statistically steady
regime (small memory < small 7), or reduce the complexity of the system by bringing
it to a single unstable mode (long memory < large 7).

3 Conclusion

Is summary, it is possible to add noise to a chaotic system and still solve for a low order
equivalent system. We can see that the noise adds a lot of variability, helping us explore new
flavors of the climatic system. To study the effect of the noise on a PDE system with more
precision, we have introduced the method of the dynamical-orthogonal field. Under certain
condition, this method reduces the analysis of a general continuous stochastic field to a
finite number of orthonormal mode, which define a stochastic subspace where the solution
lives. In the special case of the BT QG model , we have seen that white-noise has a minimal
effect on the reduced dynamics, whereas colored noise can significantly change the behavior
of the system.
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The Diffusion Fish

Gunnar Peng

October 15, 2015

1 Introduction

The study of stratified fluids, i.e. bodies of e.g. water or air in which density varies with
height, is of great importance for the understanding of the oceans and the atmosphere.
As is well known, a system with dense fluid overlying light fluid is unstable, and if left
to evolve will spontaneously generate a flow that interchanges and mixes the fluids until a
stable stratification is reached, where the density decreases with increasing height. A less
well-known fact is that flow can also be spontaneously generated in a stably stratified fluid,
and that is the focus of this report. The spontaneous flow is called diffusion-driven flow,
and is due to a combination of diffusion and buoyancy effects.

For simplicity, in this report we consider a liquid whose density varies due to a varying
concentration of salt, although the discussion applies to thermal stratifications as well. (If
the stratification is due to a combination of multiple salts and/or heat with different diffusive
properties, then double-diffusive effects may come into play and we do not consider this case
here.) In a stable stratification, salt will spontaneously diffuse up from the salty and dense
fluid below to the fresh and light fluid above. This raises the centre of gravity of the fluid,
and hence increases the potential energy of the system (at the expense of thermodynamic
free energy), which can then be harnessed to drive a flow.

The classical example of diffusion-driven flow due to the presence of sloping insulating
boundaries was described by Phillips [13] and Wunsch [18] in 1970 (see figure 1(a)). We
assume that the stable background stratification is uniform, so that salt diffuses upward at
a constant rate. Thus, away from the wall, at each point (e.g. A in the figure) the amount
of salt leaving upward due to diffusion equals the amount of salt arriving from below, and
hence the concentration does not change. Just above the wall (e.g. B in the figure), however,
the salt that diffuses up and away is not replenished from below due to the presence of the
insulating wall, and hence (in the absence of flow) the fluid near the wall becomes lighter.
Put another way, the pycnoclines (surfaces of constant density) must meet the insulating
wall at right angles, and do so by bending down, as shown in the figure, resulting in the
fluid near the wall becoming lighter.

The lighter fluid wants to rise (relative to the ambient fluid away from the wall), and
hence flows up along the boundary in a “buoyancy layer”. A steady flow is achieved with the
velocity profile shown, and the salt leaving point B by diffusion is continually replenished
by advection from below (the dashed arrow). Similarly, fluid near a sloping upper boundary
becomes heavy, and hence flows down the slope. This buoyancy-layer flow is called Phillips—
Wunsch flow, and will be discussed more quantitatively in §2.2.
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Velocity profile

Constant density

A Salt flux B

Figure 1: (a) Schematic of diffusion-driven (Phillips—Wunsch) flow near a sloping insulating
boundary in stably stratified fluid (adapted from [13, 12]). (b) Schematic of diffusion-driven
propulsion. The Phillips—Wunsch flow (dashed arrows) along the sloping surfaces propels
the wedge in the opposite direction.

More recent studies of Phillips—Wunsch flow include an experimental verification by
Peacock, Stocker and Aristoff in 2004 [12] and a few years later theoretical and numerical
studies of the diffusion-driven flow inside containers with sloping walls by Page & Johnson
[10, 11] and Page [8, 9].

Around the same time as the original papers by Phillips and Wunsch, the motion of
bodies through stably stratified fluids was extensively studied. The existence of an exact
analogy between the governing equations for two-dimensional viscous stratified flow and two-
dimensional viscous rotating flow (see e.g. Veronis [15, 16, 17]) led to parallel developments
in both fields, such as the calculation of the drag on a body moving horizontally in stratified
fluid (Foster & Saffman [2]) and axially in a rotating fluid (Moore & Saffman [6, 7]).

Although the Phillips—Wunsch flow on sloping boundaries and the motion of insulating
bodies through stratified fluid were thoroughly studied around 1970, these two ideas where
not combined until 2010, when Allshouse, Barad and Peacock [1] showed that the Phillips—
Wunsch flow could be harnessed by asymmetric bodies for horizontal propulsion. They
placed a wedge in stably stratified fluid and found that it moves (see figure 1(b)) at a
constant speed ¢ which depends on the parameters of the problem. No studies so far have
given a theoretical explanation for the propulsion or prediction for the propulsion speed.
We will do so for a variety of two-dimensional cases in this report.

In §2, we describe the assumptions and approximations made and derive the main
governing equations. We then investigate three main cases, where the wedge is placed in
either a box with insulating walls (§3), a box with fixed-buoyancy walls (§4), or a large or
infinite box (§5). Finally, we summarize our results in §6 and discuss possible extensions to
this work.
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2 Problem Setup

We consider a fluid with constant dynamic viscosity u, whose density p depends on the
salinity S(a,t). We assume that the variations in S about a constant reference value Sy are
sufficiently small that the equation of state can be linearized, i.e.

p = po(l+ Bs(S — So)), (2.1)

where (g is the coefficient of saline contraction and pg is the reference value for p. The
(upward) buoyancy force can then be written as

—pg = po(—g + B), (2.2)

where ¢ is the gravitational acceleration and we have defined the buoyancy (or reduced
gravity) by

B=g4" ;0’)0 = gBs(So - 9). (2.3)

The salt is advected by the velocity field u(x,t) and diffuses with diffusivity &, leading to
the equation ' ‘
S+u-VS=rV3S = B+wu-VB=rV’B, (2.4a,b)

where overdot denotes the time derivative and V is the gradient operator.

We further assume that the Boussinesq approximation holds, so we can ignore any effects
due to density variations, apart from the buoyancy force. We thus obtain the incompressible
Navier—Stokes equations

po (4 u-Vu)=—-VP+ uV?u+ py(—g + B) e, V-u=0, (2.5a,b)

where P(x,t) is the pressure and e, is the unit vector in the vertical direction. As the
kinematic viscosity v = u/po of the salt solution is much larger than the diffusivity  of
the salt (the Schmidt number is typically v/k ~ 103), the inertial terms (left-hand side) of
equation (2.5a) can be neglected for diffusion-driven flow. (We confirm this claim in §2.2.)
We are left with the Stokes equations

0=—-V(P/py+ gz) + vV*u + Be,, V.u=0. (2.6a,b)

We will solve the main governing equations (2.4b, 2.6) in a domain between the wedge
and an outer bounding box, and require boundary conditions on u and B. As the boundaries
are rigid, the fluid satisfies the no-slip condition

u = Ub, (2.7)

where Uy, is the velocity of the boundary. For the buoyancy, we consider either insulating
conditions or fixed-buoyancy conditions

B,=0 or B=B, (2.8)

where the subscript n denotes the derivative in the normal direction pointing into the fluid
and By is the prescribed value. We specify the detailed geometry and choice of condition
(2.8) in each separate section.
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2.1 Two-dimensional governing equations

We consider the case when the wedge is sufficiently wide (in the y-direction) that the
flow can be approximated as being two-dimensional in the z- and z-directions with no
variation in the y-direction. This allows introduction of the stream function ¥(z,z,t),
defined by uw = (u,w) = (1., —1)), where subscripts denote differentiation and we omit the
y-component of any vector. Incompressibility (2.6b) is then automatically satisfied, while
taking the curl of the momentum equation (2.6a) yields the vorticity equation

B, = vV, (2.9a)

which describes a balance between the generation of vorticity V21 by horizontal variations
in buoyancy and the dissipation of vorticity by viscous effects. The advection—diffusion
equation takes the form

B+ ,By — B, = kV?B. (2.9b)

We consider mainly the case when the buoyancy field has a uniform background strati-
fication N2z, and the perturbations b = B — N2z to the buoyancy field are small compared
with the background. The gradient N? of the background field is the square of the Brunt—
Vaisala (buoyancy) frequency. After the change of variables from B to b, the governing
equations (2.9) become

by = vV, b+ by — Yub, — N%, = kV2D. (2.10a,b)

Typically, the term — N2, in (2.10b), which expresses advection of the background strat-
ification N2 by the vertical velocity —1,, dominates the remaining terms on the left-hand
side. In this case, we can eliminate either ¢ or b from (2.10) to obtain

KV KV
bw + mvﬁb -0 or Y + WV% =0. (2.11)
This reveals an inherent length scale
KU\ 1/4
Lo = (ﬁ) (2.12)
of the governing equations. The equations (2.10) or (2.11) are typically too complicated
to solve exactly, so we will restrict ourselves to cases where the other length scales of the
problem (such as the size of the wedge and the size of the domain) are much larger than Ly,
and use the method of matched asymptotic expansions to obtain approximate analytical
solutions.
Although equations (2.10) suffice to describe the flow and buoyancy fields, we will need

the pressure in order to calculate the force on the wedge. Hence, we retain the momentum
equation (2.6a) as well, in the form

px = V(QZ)ZJSI + ¢ZZZ)7 pZ — *V(wxmx + d)zzz) + b, (213)

where have defined the rescaled pressure perturbation p = P/pg + gz — N222/2.
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2.2 Solutions near non-horizontal walls

As discussed in the introduction, diffusion-driven flow is generated by the interaction of
stratified fluid with sloping boundaries. We investigate the details of this in more detail, by
considering an infinite wall with angle « to the horizontal placed in a stratified fluid with
linear ambient stratification B = N2z and no ambient flow (see figure 1(a)). The solutions
obtained here will serve as boundary-layer solutions for later calculations, and so the aim
in particular is to understand the far-field behaviour of these solutions.

We seek steady solutions for the buoyancy perturbation b and the stream function
which depend only on the distance n from the wall, and hence are independent of the
distance along the wall. The governing equations (2.10) reduce to

—sinab, = vy, N? sin a1y, = Kby, (2.14)
As the wall is stationary, the no-slip condition (2.7) yields
Y =0, Py =0 at n =0, (2.15)

where we have chosen the arbitrary additive constant for the stream function such that
1) = 0 on the wall.

If the wall is insulating (which is the case for Phillips—Wunsch flow), then the condition
(2.8) for no perpendicular gradient of total buoyancy B = N2z + b yields

b, = —N?cosa at n = 0. (2.16)

The solution to equations (2.14, 2.15, 2.16) that does not grow exponentially as n — oo is

COS v

1) = kcot o [1 — (cosyn + sinyn) e*'m] , b= N? cosyne "+ by, (2.17)

where by, is a constant of integration and

4k 1/4 2
-1 _ _
T (N2s1n2a> sinozLO (2.18)

is the length scale on which the flow decays away from the wall. We conclude that there
is a flow confined to a boundary layer of thickness O(Lg) near the wall, and the net flux
of fluid up the slope is the far-field value xcot « of the stream function . Although in
this case we would set the constant of integration bo, to be zero, to recover the ambient
stratification with b — 0 as  — oo, we note that this is in general not necessary and the
far-field buoyancy perturbation could have a non-zero value.

We note that the Phillips—Wunsch flux x cot « is zero for vertical walls (o = 7/2). In this
case, the solution is in fact trivial (¢» = 0, b = b) and there is no boundary-layer flow. As
the slope a decreases, the flux increases and eventually diverges to infinity as o approaches
zero and the wall becomes horizontal. We thus assume for the rest of this report that « is
not too small, so that cot @« = O(1). In our analyses that follow, the velocity is largest in
the Phillips—Wunsch boundary layer, so the Reynolds number is everywhere smaller than
the local estimate x cot a/v. Since v >> k, the use of the Stokes equations (2.6) is indeed
appropriate.
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If instead the wall has prescribed buoyancy (i.e. salinity) B = N2z, then
b=0 at n =0, (2.19)
and the solution to (2.14, 2.15, 2.19) that does not grow exponentially as n — oo is

kboo 7Y
N2 sino
This result states that the difference by, in buoyancy between the far field and the wall
drives a flux proportional to b in an O(Lg) boundary layer near the wall.

Y =— [1— (cosyn + sinyn) e 7], b=boo [1 —cosyne (2.20)

3 Wedge in a Box with Insulating Walls

We first consider the case when the wedge is placed in a box with insulating walls. On
the top and bottom of the box, we assume that the buoyancy is held fixed at two different
constant values, which would generate a uniform stable stratification B = NZ2z in the
absence of a wedge.

L
Ceiling _&
Hy
Lp Lpg
Wall Wedge Wall
<, h <
z
Symmetry axis a ] x

Figure 2: Schematic geometry for a wedge placed inside a box.

The wedge is placed with its apex pointing to the left (see figure 2), which turns out to
be its direction of motion. We work in the frame of reference moving with the wedge, with
the origin (0,0) at the midpoint of the back of the wedge at all times. We assume that the
level of neutral buoyancy of the wedge is vertically centred in the box, and that the initial
conditions are symmetric about z = 0. Hence, the top-down symmetry will be preserved
throughout the evolution, and we need only consider the upper half z > 0 of the system.

The wedge has length [ and (half-)height h, so that its corners are at (—[,0) and (0, h).
Its apex half-angle is «, so that

l
toa = —. 1
cota = (3.1)

The box has length L = L + L, where Lr(t) and Lg(t) are the distances from the front
(left) wall and the rear (right) wall to the base of the wedge and evolve according to

¢= ip=ip (32)

where c¢(t) is the leftward speed of the wedge (and hence, in this reference frame, the
rightward speed of the bounding box). The height of (the upper half of) the box is h+ Hy.
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We assume that the wedge has a length scale L; which is much greater than the natural
scale Lg of the flow given in (2.12). (In the experiments [1], typically L; = O(10 mm) and
Ly = 0O(0.1 mm).) We thus obtain a small parameter

e= Lo/, (3-3)

that we can exploit using the method of matched asymptotic expansions. We also take
the height Hr of the box to be O(L1), but in this section we assume that the horizontal
dimensions Lr and Lg of the box are O(¢~!L;), i.e. much larger than the dimensions of
the wedge.

At every instant in time, we seek to calculate the flow field (via the stream function
¥(x, z,t)), the buoyancy distribution b(x, z,t), and the net “propulsive” left-ward force
F(t) on (the upper half of) the wedge as a function of the unknown speed ¢(t) of the wedge.
Requiring that F' = 0 then determines the actual value c(t).

We non-dimensionalize the variables as follows. Length is scaled by L1, except for Lp
and L which are scaled by e ' L;. Given that the flow is driven by the Phillips-Wunsch flux
kcot a (see §2.2), we scale the stream function by x and velocity by x/L;. We scale time by
by e"1L?/k, as this is the time scale of the overall evolution due to the horizontal motion of
the wedge. (We neglect the fast initial adjustment at the start of the experiment.) Buoyancy
perturbations are scaled by e N?Ly, for reasons which will become clear later (and thus we
scale the pressure and force by eN2L? and eN?L3 respectively). The rescaled governing
equations (2.10) are thus

by =3V4,  e2b+ e(iby — hpbs) — p = V2D, (3.4a,b)

We choose the stream function ¢ to be zero on the centreline z = 0. Hence, ¢ (as well
as b) are odd functions of z, and we obtain the symmetry conditions

=1, =0, b=0 on symmetry axis z=0. (3.5a)
The boundary conditions on the insulating wedge (analogous to (2.16)) are

¢:¢n20,
1/}:7/}71:07

by = —1cosa on wedge front r=—l+zcota, (3.5b)
br,

0 on wedge rear xz =0. (3.5¢)

On the bounding box, which moves to the right at speed ¢(t), we have the no-slip condition
and insulating or prescribed-buoyancy conditions:

Y = cz, Py =0, by =0 on walls z=—¢'Lp, e 'Lp, (3.5d)
P = cz, Y, = ¢, b=0 on ceiling z=h+ Hr. (3.5e)

For a given value of ¢(t), ¢ and b are determined uniquely by the equations (3.4) and
boundary conditions (3.5). Equation (2.13), which in non-dimensional form is

Pz = 53(1/)2:1% + '¢zzz)a Dz = 763(/(/)563393 + 'Qba:zz) + ba (3-6a,b)
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then determines the pressure up to an arbitrary additive constant, which we can choose
without loss of generality such that p = 0 at (z,2) = (0,h + Hp). The horizontal leftward
force on the wedge is given by

h
F(t) = /0 [(=p+&° 2¢02) + € (Yaw — Yz) Ot Q)] _ ot [p—e® 2] dz, (37)

and the correct value of ¢(t) is the one that makes F'(¢) vanish.

3.1 Numerical results using the finite-element method

In order to inform, and later validate, our asymptotic analysis, we developed a simple code
in FreeFem++ [4] that solves the governing equations (3.4, 3.5). However, for simplicity
we do not simulate the full time-evolution of the system with moving boundaries. Instead,
we neglect the time derivative b in (3.4b), as it is of higher order than the other terms.
This quasi-static approximation leaves us with an instantaneous problem with no time
derivatives, that is readily solved by our program.

For our numerical calculations, we use the following parameters:

Ly 1 13 11 31
T 100 =5 . (Lr, Lr) (4’4)’ (2’2)’ <4’4>’ (3.8)

with a focus on the symmetric case Lp = L = 1/2 with o = 45°. Figure 3 shows results
for this particular case.

We observe that a Phillips—Wunsch boundary layer develops on the sloping surface of
the wedge, and that fluid arrives in a boundary layer near z = 0 in front of the wedge (to
the left), and leaves in a boundary layer near z = h behind the wedge (to the right). The
buoyancy perturbations are approximately uniform in x both in front of, behind and above
the wedge. As we shall see, the buoyancy field is key to calculating the force on the wedge,
and we will show more detailed results later in §3.3.

3.2 Asymptotic calculation

We divide the domain into the regions shown schematically in figure 4(b). The bulk of the
fluid is divided into three “outer” regions which we call the front region, the rear region,
and the top region. These regions are joined by horizontal boundary layers at z = h, and
in addition there are boundary layers at z = 0.

3.2.1 Boundary layers on the insulating surfaces

Near the sloping surface of the wedge (but away from the corners), we expect to find a
boundary layer with the Phillips—Wunsch solution discussed in §2.2. Indeed, if we define
rescaled coordinates (7, x) perpendicular and parallel to the slope by

x = —l+ ycosa —ensina, z = xsina + encos a, (3.9)
then the governing equations (3.4) and boundary conditions (3.5b) on the wedge become

—sinaby, +ecos aby = bynm + €2 2bpme + €4 Dy (3.10a)
e3b + e(yby — Pyby) +sinah, — ecosarhy = by, + 2byy, (3.10b)
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Figure 3: Contour plots of buoyancy perturbation b (top row) and stream function
(bottom row, flow from left to right in the frame of reference of the wedge) showing the
whole box with stretched coordinates (left) and a close-up of the wedge (right), for the
parameters (3.8), Lr = Lr = 1/2, a = 45°. The contour spacing is 0.05. (The irregularities
in the contours are artefacts of the plotting tool and are not present in the original data.)

Top

O(e) corner

O(e) corner

Figure 4: Schematic of asymptotic regions for a wedge in a box with insulating walls.

Y=1,=0, b,=—cosa on the wedge n = 0. (3.10c¢)
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These equations are analogous to the equations (2.14, 2.15, 2.16) for Phillips—Wusch flow
at leading order, and hence the solution (which does not grow exponentially as n — o0) is

¢ = cota [1 — (cosyn + sinyn)e "] + O(e), (3.11a)
b=cotav2sina cosyne " + by (x) + O(e), (3.11Db)

where v = y/sin /2, analogously to (2.17).
The far-field behaviour of the solution (3.11) is to be matched to the outer solution for
the front region. We find that

= cota+0(€), b— bs(x)+ O(e) as 1 — 0. (3.12)

For the buoyancy field, the matching determines the constant of integration bs(x) to be
the effective value b (—I + x cos a, x sin ) of the outer buoyancy field b on the wedge, but
imposes no constraint on b!". However, the outer stream function 1! ahead of the wedge
must satisfy the effective condition

Y = cota + O(e) on the wedge © = —I + zcot a. (3.13a)

Since the back of the wedge is vertical, the corresponding boundary layer there is trivial
at leading order (as discussed in §2.2). Hence the boundary condition (3.5c) for the stream
function on the rear of the wedge becomes the effective condition on the leading-order
stream function ¢ in the rear region:

YR =0+ 0(¢) on the wedge x = 0. (3.13b)

The insulating front and rear wall behave like the insulating back of the wedge, and
hence also have trivial boundary layers. The conditions (3.5d) on the stream function then
translate to effective conditions on the outer solutions, including 7 for the top region:

Y =cz 4+ 0(e) atz=—c'Lp, ¥ =cz40() at © = ¢ 'L, (3.13¢)
YT =cz+0(e) atz=—c'Lp, T =cz40(e) at x =¢ 'Lr.  (3.13d)

3.2.2 Outer solution

Using the conditions (3.13), we can now start obtaining solutions for the outer regions. As
these regions have length O(¢~1), we introduce a scaled horizontal coordinate X = ex. The
governing equations (3.4) become

bx = 2 (Vrnzz + €20xx22 + EMxxxX), (3.14a)
e(b+1:bx — ¥xb.) — x = bas + by x. (3.14b)

At leading order, these equations simplify to
bx =0+ O(e), —hx =b,, + O(e). (3.15a,b)

Equation (3.15a) describes how the flow is too weak to sustain horizontal variations in
buoyancy, and thus we obtain b = b(z,t) + O(e) in every outer region. Equation (3.15b)
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describes how the vertical diffusion of buoyancy is balanced by advection of the background
buoyancy field by the vertical velocity —ix. By integrating this equation in X, and applying
the conditions (3.13), we obtain equations describing the balance of vertical flux in each
outer region:

Lpbl, = | x= 1, — ¢F|X:o(g) +O0(e) = cz —cota+ O(e), (3.16a)
Lpblt =%x=0  —¢"|x=r, +0(e) = —cz + O(e), (3.16b)
bl =" | x— 1, — ¥ |x=p, +0(e) =0 +0(e). (3.16¢)

We also obtain the stream function directly as

vr = - X potalE X L O(e), (3.17a)
Lp Lp

VR = Xzi +0(e), (3.17b)
R

Y =0 + 0(5). (3.17C)

The equations (3.16) are ordinary differential equations for bET depending on the
variable z, and require boundary and matching conditions at z = 0, h, h + Hp. At the
ceiling z = h + Hp, the condition (3.5e) that b vanishes applies directly. However, the
conditions at z = 0 and z = h are obtained from consideration of horizontal boundary
layers. These calculations are quite complicated and not very enlightening, so we will deal
with them later in §3.4.

We assert for now that b is continuous to leading order at the symmetry axis, and in
fact

bR = 0 4+ O(%/3) on symmetry axis z = 0. (3.18)
Applying this condition and the ceiling condition yields the results
23 — h2z 22 — hz z
b= E——Z —cot Ap— O(2/3 3.19
c 6Ly cot 5Lr + Fy +0(e™?), ( a)
3 2
22— h*z z
h=—cZ ——Z2 Ap— O(/3 3.19b
c 6LR + Ar h + (6 )v ( )
h+ Hp —
A~ AT E O(%/3), (3.19¢)

Hr

where Ap g1 are constants of integration to be determined by matching at z = h.
At z = h, the boundary-layer solutions from §3.4 yield continuity of b at leading order
and continuity of the total vertical diffusive buoyancy flux (with O(e'/3) errors),

b =bf =T, Lpbt 4+ Lrb® = LbT at z = h. (3.20a,b)

(We note that full continuity of b, would be two conditions rather than one, and hence too
many conditions to impose.) Applying these conditions to the solutions (3.19) determines
the constants

h2
2L(1+ h/Hr)
which are substituted back into (3.19) to yield the solution.

Ap, Ar, Ar = cot + 03, (3.21)
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3.2.3 Force calculation

Having calculated the stream function and buoyancy field in the main outer regions, we now
have sufficient information to determine the leading-order force F' on (the upper half of)
the wedge. Since forces balance for Stokes flow and no horizontal body forces are present,
the net horizontal force from the fluid on the wedge is equal and opposite to the horizontal
force from the fluid on the bounding box, which is simpler to calculate.

As we can see from (3.6b), the pressure is approximately hydrostatic, p, ~ b, in the
outer region (and it is straightforward to check that this also holds true in the horizontal
boundary layers). In addition, the forces on the bounding box are due to pressure only at
leading order. Hence, the leading-order force is given by the difference in pressure on the
front and rear walls.

As pressure is only defined up to an additive constant, we are free to choose the pressure
to be zero at the point (0, h+ Hr) on the ceiling directly above the base of the wedge. From
(3.6a), we thus find that p = 0+ O(e?) along the top wall. Instead of obtaining the pressure
field from separate asymptotic expansions in each region, we make use of the approximate
hydrostatic relationship to write

h+HT
p=— / bdz + O(e), (3.22)
and hence the force on either wall is
_ h+Hr h+Hr
F—/ pdz+ O(e) = —/ bzdz+ O(e), (3.23)
0 0

where the latter expression is obtained by using (3.22) and interchanging the order of the
two integrals.

The net force is the difference between (3.23) for the front and rear walls. In the top
region, the outer solution (3.19c) is independent of X, and hence contributes equally to
both integrals and has no effect. The leading-order leftward force on the wedge (rightward
force on the wall), obtained from the outer solutions (3.19a,b), is thus

F /h(bF bz d t i (1 + 1) O(eY?) (3.24)
= —bM)zdz =cota —c——+— e’?). .

0 24Lp 45 \ Lr Lp
The first term, which is proportional to cot «, describes the propulsive force on the wedge
due to the diffusion-driven flow. The second term, which is proportional to ¢, describes the
drag on the wedge and was originally calculated by Foster & Saffman [2]. For a free wedge,
the two forces balance, and hence the wedge moves at speed

_ cota15LR

T~ t O(e'/3). (3.25)

(The dimensional version of this result simply has an additional factor s on the right-hand
side.)

Finally, we note that the leading-order result for the speed (3.25) does not depend
on the height of the bounding box. In fact, this result also applies for other types of
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boundary conditions on the top and bottom surfaces, such as a fixed-flux condition. This
is because, although such changes would affect the resulting values of the constants Ap g 7,
the expression (3.24) for the forces depends on these only through the difference (Ap — Ag),
which is always prescribed by the matching condition (3.20) to be zero at leading order.

3.3 Summary and comparison between asymptotic and numerical results

Our asymptotic analysis has revealed the physical mechanisms behind diffusion-driven
propulsion: The sloping surface of the wedge induces a Phillips—Wunsch flow up the slope.
For a stationary wedge, this flux is balanced by a uniform downwelling in the front region
with the same flux, which advects buoyant liquid downward and hence reduces the hydro-
static pressure in front of the wedge. The pressure difference between the front and the
rear regions results in a leftward propulsive force. When the wedge moves forward, the
downwelling is reduced since part of the fluid volume removed by the Phillips—Wunsch flux
is balanced by the front region shrinking instead. A force-free wedge moves at the speed
(3.25), for which the net force is zero.

Figure 5(a) shows a comparison between the asymptotically predicted and numerically
calculated buoyancy profiles (using the same parameters as in §3.1). We find that there
is good agreement between the two, confirming the validity of the asymptotic analysis.
Figure 5(b) shows the dependence of the propulsion speed ¢ on the slope of the wedge and
the distances Ly and L to the front and rear walls. Again, a good agreement is achieved
between the asymptotic and numerical results. (Also shown are a set of results calculated
in §3.4, which include O(g'/3) corrections to the leading-order result calculated so far.)
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Figure 5: Comparison between asymptotic and numerical results. (a) Buoyancy distribution
b as a function of vertical position z for the case shown in figure 3. The thin black curves
are numerical data from vertical slices X = 4+0.1,4+0.2, £0.3,£0.4 in the forward and rear
regions. The thick curves are asymptotic results (3.19), with the leading-order coefficients
(3.21, 3.25) (solid red curves) or the corrected ones (3.41, 3.43) below (dashed blue curves).
(b) Propulsion speed ¢ as a function of wedge slope « for the parameters (3.8), showing
numerical results (circles), leading-order asymptotic results (3.25) (solid lines) and corrected
asymptotic results (3.43) below (dashed lines). The values of (Lp, Lg) are (1/4,3/4) (top
red series), (1/2,1/2) (middle green series) and (3/4,1/4) (bottom blue series).

The reason for choosing to work with a large, i.e. O(¢~'Ly), bounding box is now clear:
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The upward Phillips—Wunsch flux, which in dimensional terms is O(k), is balanced by a
downwelling with velocity O(k/Lp) in the forward region. The resulting advective flux of
buoyancy O(N?Lik/Ly) is in turn balanced by diffusion of the buoyancy perturbations,
which must be b = O(N?L?/Ly). For Lr > Ly, the buoyancy perturbation is small
compared with the background buoyancy B = O(N2L1), and hence the non-linear advective
terms and time derivative in the governing equation (2.10b) could be neglected.

If the dimensions of the box are O(L), then the buoyancy perturbations are of the same
order as the background stratification. In addition, the change in geometry of the system
due to the motion of the wedge occurs on a faster time scale L} /x due to the reduced length
of the box. Thus, both the time derivative and the non-linear terms become important,
and the problem becomes more complicated. However, the mechanism of propulsion and
the qualitative flow structure can be expected to remain the same.

3.4 The '3 layers and O(c'/?) corrections

We complete our analysis by calculating the boundary-layer solutions near z =0 and z = h
that will yield the conditions, such as (3.20), asserted earlier in §3.2.2. These calculations
are mostly a technicality, which is why we have left them to this separate subsection.

We first deal with the boundary layer near z = 0 in the forward region —Lp < X < O(e).
The scaling z ~ €!/3 yields a new balance in the governing equations (3.14), so we define
the rescaled vertical coordinate ( = z/ gl/3. The governing equations (3.14) then become

bx = 52/3¢CCCC + 0(83), —EQ/SwX = bee + O(e). (3.26)

The domain under consideration is (up to O(g)) an infinite strip —Lrp < X < 0, —o0 <
¢ < oo. The appropriate effective boundary conditions in the X-direction are obtained by
revisiting the calculations for the Phillips—Wunsch boundary-layer solution with a rescaled
vertical coordinate (:

¢ =3¢+ 0@E¥?) at X = — Ly, ¢ = cota+ O(*3) at X = 0. (3.27)

In the (-direction, we have the symmetry-axis conditions (3.5a) at ¢ = 0, and must also
match to the outer solution as { — oc.
We assume that the outer solution has an expansion

b = b + V31 + 238 + O(e) (3.284)
with the generic behaviour (for i = 0,1,2)
v =CF + DF 2+ EF22 + 0(23) as z — 0. (3.28b)
We expand the boundary-layer solution as
b=1bo+ePb + 23y + 0(e), =1+ O3, (3.29a)
and find that matching to the outer solutions (3.28b) requires

bo ~ Cép, by ~ Cf + Dq(, by ~ Cf + D¢ + E0C2 as ( — oo. (3.29b)
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(It is straightforward to verify a posteriori that a correct matching of b also yields the correct
matching of v, so we do not consider the latter here.)

At O(1) and O(e'/3), the governing equations (3.26) yield that by and by are linear
functions of . Imposing the matching conditions (3.29b) and symmetry-axis conditions
(3.5a) yields

bo=0, b=Dy, CIF=cf=o. (3.30)

This confirms the condition (3.18) for the forward region, and the same analysis applies to
the rear region as well.

The adjustment of ¢ from a non-zero value (3.17a) in the outer solution to zero on the
symmetry axis (3.5a) occurs here at O(e%/3). The equations

bax = Yaceee, —ax = bac, (3.31a,b)

are to be solved with boundary conditions (3.5a), (3.27) and (3.29b). A solution can be
found using e.g. Fourier transforms and yields a condition on Cs (i.e. the value of the outer
solution b on the symmetry axis at O(¢%/?)), but we do not present this here.

Instead, we turn to the boundary layer near z = h, for which we define the rescaled
coordinate ¢ = (z — h)/e'/3. In addition, it turns out that the stream function must be
O(e71/3) to deal with leading-order differences in b., so we define a rescaled stream function
U = el/3y = O(1). We follow the same steps as for the boundary layer at z = 0, but the
analysis is more complicated.

The rescaled governing equations are

bX = 61/3\11@4:4 + 0(63), —61/3\11)( = b{c + O(E), (3.32)

and the domain is again an infinite strip —Lr < X < Lp, —00 < { < oo but with a cut at
X =0, —o0 < ¢ <0 representing the wedge whose thickness X = 0(54/ 3) can be neglected
at leading order. The appropriate boundary conditions in the X-direction are

U=cBch  +0(*3)  on walls X=-Lp, L, —co<(<oo (3.33a)
U =e'Beota+ 0P on wedge X=0", (<0 (3.33b)
U =0 +0@E**)  onwedge X =0T, (<O0. (3.33¢)

We expand the outer solutions as
pPRT _ bé?,R,T 4 61/3b11[7,R,T + 52/3b2F’R’T +0(e), (3.34a)
pPRT — B RT L DERT (G _p)y 4 EFRT (2 —h)2 4+ 0(z—h)? asz—h,  (3.34b)

and expand the boundary-layer solution as
b=by+e"3by + 3y + O(e), W=y +e/3Wy+0(). (3.35a)

The resulting matching conditions are

by ~ Cp T (3.35b)
by ~ CPRT 4 DERTC (3.35¢)
by ~ Cy T 4 DI BT (3.35d)
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as |(| — oo in each corresponding region.
At leading order, the governing equations (3.32) reveal that by is a linear function of ¢,
but the matching conditions (3.35b) prevent by from growing linearly with ¢, so

bo = constant = C" = ¢ft = 7. (3.36)

This yields the result (3.20a) stated above.

At O('/3), the governing equations (3.32) take the form (3.31), which together with
the boundary conditions (3.33) and (3.35c) can be solved using the Wiener—Hopf method.
The calculations and explicit solution are given in Appendix A of Moore and Saffman [7],
and we do not repeat them here. The result is

LpDY + LgDl = LD], (3.37)

from which we obtain the matching condition (3.20b) stated above. However, further in-
spection of the solution reveals that

Ly Lr
cf —cf = AT(D(? -Df), cof-cf= Af(Dg - D), (3.38a)
where A= _2 4(1%3) (L2 + L — L3 > 0 (3.38b)

T

and ¢(-) denotes the Riemann ¢-function. We will use this result to get O(g'/3) corrections
to the leading-order results calculated in §3.2.

At O(2/3), the governing equations (3.32) again take the form (3.31b). This can again
be solved using the Wiener-Hopf method, but the analysis would be very complicated.
Instead, we integrate the analogue of equation (3.31b) over the region —Lr < X < Lpg,
|¢| < M for some large constant M. We simplify the resulting left-hand side using the
conditions (3.33) and the right-hand side using the conditions (3.35d), and obtain

~Mcota=2M(LEY + LpEL + LrEF) + LDT — LpDI — LpDE. (3.39)

The terms involving M cancel (by virtue of (3.19)), and we are left with a condition anal-
ogous to (3.37).
Thus, the matching conditions (3.20) at z = h can be extended by (3.38, 3.39) to

L
b — b =0+ 51/3ATR(bf —bF) + 023, (3.40a)
L
b —pT =0+ 51/3ATF(bf — b + 02, (3.40b)
Lpbf + Lpb® — b7 =0 +0(¥3). (3.40¢)
and we obtain adjusted values of the constants:
h? hL h?
Ap =cota— 4+ Y3A |cot R _ .= 2/3 41
F = CO a2L(1+h/HT)+€ {co a2LFL CBLF + O(e*?), (3.41a)
Ap = cot ah—2 +e3A | = cot ozi + chi2 + O(%/3) (3.41b)
R 2L(1+ h/Hr) 2L ' "3Lp ’ ‘
h2
Ar=cota———— O(e%/3). A1
=YL+ h/Hr) +0E) (341c)
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These can be directly substituted into the solutions (3.19) to yield the corrected results
shown in figure 5(a), which do indeed agree better with the numerical results than the
leading-order asymptotic results. The corrected force is

F = COtOé24LF <1+6 h) *CE (LF + LR) (1 +¢€ h> +O(6 ), (342)

and the resulting corrected speed

cota 15Lp 1734 2/3
= —(1- — A4
c Y ( el + O(e77), (3.43)

(where A is given in (3.38b)) also agrees well with the numerical results (see figure 5(b)).

4 Wedge in a Box with Fixed-buoyancy Walls

We now consider the case when the buoyancy B is prescribed to be equal to the background
stratification N2z on the walls of the bounding box, rather than the walls being insulating
with no buoyancy flux through them. We focus on the case when the dimensions of the box
and the wedge both have the same scale O(L;).

We non-dimensionalize lengths using the scale Ly, stream function using x, velocity using
k/Ly, time using L% /K, and buoyancy perturbation using e N?L;. The resulting governing
equations are

by =3V, e(b4 hpb, — hiby) — 1y = V2D, (4.1a,b)

and the boundary conditions are

=1, =0, b=0 on symmetry axis  z = 0. (4.2a)
Y =1, =0, by, = —% cos a on wedge front x=—l+zcota, (4.2b)
=1, =0, b, =0 on wedge rear x =0, (4.2c)
Yv=cz, Y, =0, b=0 on walls x=—Lg, Lg, (4.2d)
Y =cz, ¥, =c, b=0 on ceiling z=h+ Hrp. (4.2¢)
4.1 Numerical results
In this section, we use the parameters
Lo L Hp—1, (Le.Lr)=(2.1),(2.2),(2,3) (4.3)
E=— = —— = = = .
Ll 100’ T ) Fy, LR s L)y \4y4), (459),

and focus on the particular case (Lp, Lg) = (2,1) and o = 45°. Figure 6 shows numerical
results obtained using the finite-element method as described in §3.1.

We again find that a Phillips—Wunsch boundary-layer flow develops on the sloping sur-
face of the wedge, and that there are horizontal boundary layers at z = 0 and z = h.
However, in addition there are also boundary layers on the front and back walls. The
buoyancy perturbations remain mainly independent of x as before.
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Figure 6: Contour plots of buoyancy perturbation b (left) and stream function 4 (right,
flow from left to right in the frame of reference of the wedge) for the parameters (4.3),
(Lp,Lg) = (2,1), a = 45°. The contour spacing is 0.05.

4.2 Asymptotic calculation

The asymptotic calculation is again similar to the one in §3.2, although there are more
boundary layers involved. The structure of these boundary layers is shown in figure 7, and
their relevance will become clear as we proceed with the calculations.

O(e) wall layers

Figure 7: Schematic of asymptotic regions for a wedge in a box with fixed-buoyancy walls.
We calculate the force on the dotted box.
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4.2.1 Boundary layers on the wedge and walls

We again begin by seeking effective boundary conditions for the outer solutions 7T in
the x-direction. On the wedge, the calculations from §3.2.1 apply, and we obtain

YT = cota + O(e) at wedge = —I + zcot a, Y =04 O(e) at wedge = =0, (4.4)

describing how a Phillips—Wunsch flux of magnitude cot v is driven up the slope.
For the front wall, we obtain a boundary-layer solution analogous to (2.20) by defining
a rescaled variable £ = (z + Lp(t))/e and solving the resulting equations

bf = ¢E$§§ + 52w§§zz + 54¢zzzza 526 + 5(—Cb§ + wzbg — wﬁbx) — 1/15 = bgg + E2bzz, (45&)

Y=cz, Y¢=0, b=0 at the wall £ = 0. (4.5b)

The result is
Y =rcz+ boj/(;) [1 — (cos % + sin %)6_7’/\/§ + O(e), (4.6a)
b= bso(2) [1 — cos %e‘"/‘/ﬂ + O(e). (4.6b)

Again, matching the far-field behaviour to the outer solution determines the constant of
integration by (z), and yields an effective condition on the outer stream function in terms
of the outer buoyancy

O =cz + %bF +0(¢e) on the front wall z = —Lp, (4.7a)
A similar analysis of the rear wall yields
YR =z — %bR +O(e) on the rear wall z = Lp. (4.7b)
As for the solution (47, b7) in the top region z > h, we similarly find
Yl =cz + \%bT +0(¢) on the front wall z = —Lp, (4.7¢)
Pl = cz — %bT +O(e) on the rear wall x = Lp. (4.7d)

4.2.2 Leading-order outer solution

We now have sufficient information to calculate the leading-order outer solutions. The
governing equations (4.1) yield

v bhs U b, UL, b =04 0(e). (4.8)

These equations describe, as before, how the flow is too weak to sustain horizontal gradi-
ents in buoyancy. In addition, a vertical downwelling is suppressed because the buoyancy
perturbation is too weak for its diffusion to balance the resulting advection. Thus, ¢ and b
are functions of z only and we immediately find, from the effective conditions (4.4, 4.7),

Y = cot a4+ O(e), b = V2 (cot o — ¢2) + O(e), (4.9a)
vE=0  +0(), b =\2¢z + 0(e), (4.9b)
vl =cz 4+ 0(e), I =0 + O(e). (4.9¢)
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4.2.3 Horizontal /2 boundary layers

We expect, as before, to find boundary layers near z = 0 and z = h. Assuming that x
remains O(1) while z scales with some positive power of €, two possible balances are found
in the governing equations (4.1), corresponding to two boundary-layer thicknesses £1/2 and
£2/3. These boundary layers are analogous to the outer region (§3.2.2) and £1/3 boundary
layers (§3.4) from the insulating case, respectively. We calculate the solutions for the gl/2
layer here, while the calculations for the /3 layer are exactly identical to those in §3.4
(apart from a change X — z and ¢ — £1/2) so we will use those results directly here.

Near z = 0, in the front region, we define a rescaled coordinate ( = z/ £1/2 and obtain
the governing equations

bl =0+0(), -l =bf+0("?), (4.10a,b)

whose form we recognize from equation (3.15) for the outer region in the insulating-wall
case.

At the left end of this /2 boundary layer, i.e. where it meets the wall, we must seek a
corner solution with 4+ L ~ ¢ and z ~ ¢!/2. The analysis of this region is identical to the
wall analysis from §4.2.1, except that the vertical length scale is O(/?) rather than O(1).
The resulting effective condition, analogous to (4.7a), is

Yf = \%b +O(e'?) on the front wall x = —Lp. (4.11a)
Similarly, at the right end of the £/2 boundary layer, i.e. where it meets the wedge, it is
straightforward to verify that the Phillips—Wunsch solution from §3.2.1 is recovered, with
result

P = cota 4+ 0(e'/?) on the wedge z = — + £'/%¢ cot av. (4.11b)

We proceed, as in §3.2.2, by integrating (4.10b) in z (using the fact that b is independent
of x to leading order) and obtain

ﬁpb& = %bF — cotar+ O(e'/?), where Ly = Lp — 1. (4.12)

In matching with the outer layer, i.e. { — oo, we require that b does not grow exponentially.
At ¢ = 0, matching with the £2/3 layer (cf. §3.4) yields b* = 0 + O(!/?). The solution is

bl = V2cota [1 — e ¢/V ‘/EEF] + 03, (4.13a)
Y = cota [1 + x;_le_C/ v \/ﬁF] +0(e3). (4.13b)
F

Similarly to in §3.4, the nested 0(62/ 3) boundary layer ensures that 1 satisfies the condition
1 =0 from (4.2a) on the symmetry axis.

A similar analysis applies near the symmetry axis in the rear region, but in this case
the resulting boundary-layer solutions are trivial since the outer solution (4.9b) satisfies the
symmetry-axis conditions (4.2a).
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Near z = h, we instead define the rescaled coordinate ¢ = (z — h)/e'/2. The rescaled
leading-order governing equations (4.10) remain the same, but the conditions (4.4, 4.7) on
the wedge and walls become

oF =ch + %bF at t = —Lp, Y = cot at = e'/%C cot a, (4.14a)
P =0 at x =0, Pt =ch — %bR at x = Lp, (4.14b)
YT = ch + %bT at t = —Lp, YT =ch — %bT at x = Lpg, (4.14c¢)

with errors O(¢'/?). Integration of (4.10b) yields

LFb?C = %bF + ch — cot o + O(e'/?), (4.15a)
Lpbfy = J5b" = ch +O0(e'?), (4.15b)
Lable = J5b" + O(eY?), (4.15¢)

where we have defined the average

Lp+Lg L
Lg= 27— 4.16
A 5 5 (4.16)
Requiring that the solutions b do not grow exponentially in the matching with the outer
solutions (i.e. as ( — —oo for the front and rear regions and { — +oo for the top region)

yields

b = /2| cota — ch + ApeS/VV2LE | 4 O('/?), (4.17a)
b =2 ch+ Apet/VV2Lr | 4 O(eV/?), (4.17b)
T =2 Ape=¢/VV2La| 4 O(1/2), (4.17¢)

where the three constants of integration Ar g7 will be determined by matching to the g2/3
layer. (The corresponding solutions for ¢ are easily obtained from (4.10b).)
The nested £2/3 layer yields the following matching conditions, analogous to (3.40),

L
bF— b =0+ EI/GATR(Z)? —bf) + 0(e"?), (4.18a)
Lr
bt — T =0+ 51/%7(5{ — b8 + 0('?), (4.18b)
Lpbf + Lbf — Lbf =0 +O(e'3), (4.18¢)

where A is given by (3.38b). Applying these conditions to the solutions (4.17) determines
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the constants

Ap = % [—cota(@+2\/a> + 2ch (\/LiR—i_ LA)} *

1/6
_eE [\/LA + LR} + OV, (4.19a)

Voo
AR:%[cota LF—2ch(\/E+ LA”—F
el/Sp
" Vatn
AT:%[—cota\/ﬂ—i—ch(m—\/Eﬂ—i-
L B [\/E—m
VV2La 2

[@+ LF} + 03, (4.19b)

} + O3, (4.19¢)

where

2A VIA++I
D=2/Ia+VIr+VIp, E=7 {—cotaAl—;R—i-ch} (4.20)

We can combine the solutions (4.9, 4.13, 4.17) to form the following composite solutions,
which are valid in both the outer regions and the £!/2 boundary layers:

_ - (b3 -

b = V2| cota |1 —exp 7ZA —cz+ Apexp —(h=2) + 0(e'/?), (4.21a)
L ( VV2¢eLp V2eLy ]

bt =2 cz + Arexp —(h=2) +0(Y?), (4.21b)
L V2eLp |

' =2 At exp = + O(Y3). (4.21c)
i V2eL4

4.2.4 Force calculation

As in 3.2.3, the pressure is approximately hydrostatic in the outer regions. Rather than
calculating the net force on either the wedge or the bounding box (which are now both lined
with boundary layers), we use an intermediate surface (shown in figure 7) which intersects
the outer regions away from any boundary layers (apart from the ones at z = h which
cannot be avoided). The net force on (the top half of) the wedge is then given by a formula
similar to (3.24), and we use the composite solution (4.21) to obtain

F = /h(bF — b 2dz 4+ O(/%) = (4.22a)
0

h?  2ch?
=2 [Cota 5 CT + el/291/4p, (x/LFAF — \/LRAR>] + 0(e%9), (4.22b)
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where the main error is due to the O(¢'/3) corrections in the £'/2 layer and the neglect of

O(e'/%) variations in the €2/ layer near z = h. Hence the speed of the wedge is

3 cot 1/295/4
c(t) = Zcoha [ + ETh (\/LFLR — 3VLrLa+ 3y LRLA> +

+ 0(%9), (4.23)

2/32A
+ pn (3VEr+3VIR - Via)

as this is the value for which F = 0.

4.3 Summary and comparison with numerical results

Our analysis of this case with fixed-buoyancy conditions on the bounding walls bears many
similarities to the previous analysis with insulating walls (see §3.3). The main difference is
the appearance of front and rear outer regions with new behaviour (4.9), namely no leading-
order flow (¢, = 1, = 0) relative to the wedge. This phenomenon is called “blocking” and
is the stratified analogue of Taylor columns in rotating systems. The Phillips—Wunsch flux
up the slope is then not supplied from a uniform downwelling in the front region, but
rather from a strong downward current confined to the front wall (and via a symmetry-axis
boundary-layer jet).

Near z = 0 and z = h, there are ¢
in §3.2.2, and nested inside these are £2/3 boundary layers which are identical to the e
layers in §3.4. These two types of boundary layer are the stratified analogues of Stewartson
EY/% and EY/3 layers for rotating flows.

We compare our composite (outer and e!/2-layer) solutions (4.21) with numerical results
in figure 8a, and find that they agree well. However, the results for the propulsion speed ¢
are less convincing in the case € = 1/100 (see figure 8b), and so we have included the case
e = 1/400 as well (figure 8c). In the latter case, we can see a clear improvement between
the leading-order result, the O(!/2) correction, and finally the O(%/?) correction.

1/2 houndary layers which behave like the outer regions

1/3

5 Wedge in a Very Large or Infinite Domain

Having investigated the cases with a wedge placed in boxes whose size are comparable to
or slightly larger than the size of the wedge, we finally consider the case when the box is
very much larger than the size of the wedge. We approach this case by considering what
happens as the horizontal dimensions of the fixed-buoyancy box in §subsec are increased.

As we can see from e.g. (4.21), the dimensional thickness of the /2 boundary layers is
O((LoL)/?), while the £2/3 boundary layers can be seen to have thickness O((LZL)'/3) from
e.g. (2.11). As L grows to O(¢~'Ly), the '/ boundary layers near z = 0 and z = h invade
and replace the outer region. (Explicit asymptotic solutions can be found in this case, but
end up being complicated expressions involving hyperbolic trigonometric functions from the
solution of equations similar to (4.15), so we do not report them here.) As L grows further
to O(e=2), the £2/3 boundary layers fill the domain, and equations like (3.26) need to be
solved.
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Figure 8: Comparison between asymptotic and numerical results. (a) Buoyancy distribution
b as a function of vertical position z for the case shown in figure 6. The thin black curves are
numerical data from vertical slices at —1.9 <z < —1.1 and 0.1 < z < 0.9 with spacing 0.1
in the forward and rear regions. The thick curves are asymptotic composite solutions (4.21),
with the leading-order (solid red curves) or corrected (dashed blue curves) coefficients (4.19,
4.23). (b,c) Propulsion speed ¢ as a function of wedge slope « for the parameters (3.8),
showing numerical results (circles) and asymptotic results (4.23) with the leading-order term
only (black dotted line), O(e'/2) corrections (solid lines) and O(e?/3) corrections (dashed
lines). The values of (L, Lg) are (2,3) (top red series), (2,2) (middle green series) and
(2,1) (bottom blue series).

Finally, for L > ¢ 2Ly (and Hp > L), we still have to solve the £2/3-layer equations,
but since the box is much larger than the natural length scales
zn~ Ly, x~e 2Ly, (5.1)

we can treat the domain as being infinite, which simplifies the analysis greatly.

5.1 Asymptotic analysis

Based on the scaling (5.1), we non-dimensionalize lengths by L; and introduce a stretched
horizontal coordinate X = e2x. We scale the stream function by &, velocity by /L1,
buoyancy by e2N2L;, pressure by e2N2L? and force by e2N2L3. We proceed immediately

110



with calculating the outer solution, valid throughout the domain away from any boundaries.
Unlike in §3 and §4, we consider the whole domain rather than just the upper half z > 0.
Also, we work with the stream function ¥ = 1) — ¢z in the reference frame of the ambient
fluid to simplify the decay conditions (but retain the use of a coordinate system moving
with the wedge so that the geometry does not evolve with time).

The governing equations (2.9) simplify to

bX — \I/zzzzv _\IIX = bzz> (52)

with errors of size O(g?) or smaller. As we treat the domain as being infinite, we impose
decay conditions in the far field,

v, b—0 as X, z = £o0, (5.3a)

and the conditions on the bounding box, whether they have fixed buoyancy or no buoyancy
flux, have no effect at leading order.

In the horizontally stretched coordinate system, the width of the wedge is O(£?) and
hence negligible at leading order. Thus, we can treat it as a cut at X = 0, |z| < h. The
Phillips—Wunsch flow on the wedge yields the effective conditions

U=cota—cz at X=0, U=—-cz at X=0F for0<z<h (5.3Db)

on the upper portion of the wedge, and the corresponding antisymmetric conditions (¥ =
—cot a + ¢z and ¥ = cz) on the lower portion —h < z < 0, with errors of size O(e).

We exploit the linearity of the leading-order equations (5.2) to decompose the boundary
conditions (5.3b), which describe the redistribution of fluid due to Phillips—Wunsch flow,
into two parts. The first part, with ¥ anti-symmetric in X,

U=1cota at X =0, U=—-lcota at X=0F for 0 < z < h, (5.4a)

describes the effect of moving fluid from the centreline z = 0 to the heights z = +h, and
will be solved by a distribution of sources and sinks on the wedge. However, this gives rise
to a pressure distribution that is symmetric in X, and hence yields no net horizontal force.
The second part, with ¥ symmetric in X,

U=gcota—cz at X =0 and X =0" for 0 <z < h, (5.4b)

describes the effect of moving fluid from one side of the wedge to the other, and will be
solved by a distribution of force singularities on the wedge. The sum of the two solutions
form the solution to the original boundary conditions.

Although the point source and point force solutions have been described many times
before (see e.g. [5, 7, 3]), we rederive them briefly here for completeness.

5.1.1 Antisymmetric part

We first consider the flow due to a unit point source at the origin. The flow can not be
described by a continuous stream function, as it does not satisfy the continuity equation
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(2.6b) at the origin (and indeed the conditions (5.4a) are discontinuous on the wedge).
However, we can still define

B(X, 2) = / WX,y ds = u= U (5.5)
0

and the continuity equation (2.6b) with a point source yields

~—

sgn(z
2 Y

ux +w, = §(X)0(2) = w=—-¥¥ +6(X) (5.6)

where 0 is the Dirac J-function and sgn is the signum function. Including the point source
in the governing equations (5.2) and eliminating b yields

sgn(z)
We take a Fourier transform in the z-direction and obtain
~ ~ 1 ~ 1
Uy = K00 + —6(X) = 0% =sgn(X)—e FX|, (5.8)

ik 2ik
after application of the decay boundary conditions in the X-direction. We only require the
solution on the z-axis, so we set X = 0% and invert the Fourier transform to find

sgn(z)

WS (0%, 2) = &
(0%, 2) 1

(5.9)

Hence, as may be expected, the original antisymmetric conditions (5.4a) are satisfied by
the distribution

U(X,2) =cota[V*(X,z—h) —20°(X,2) + V¥ (X, 2z + h)] (5.10)
of two point sources of strength cot & at z = h and a point sink of double the strength at
z=0.

5.1.2 Symmetric part

We now consider the flow due to a horizontal rightward unit point force at the origin (cor-
responding to the fluid imparting a unit leftward force on the wedge). This introduces the
term 6(X)d(z), on the right-hand side of the approximate horizontal momentum equation
px = ¥.... Modifying the governing equation (5.2) yields

Ul + 0L = —8(X)...(2). (5.11)

RZZZZZZ

As in §5.1.1, it is straightforward to solve the equation using a Fourier transform,

- - - ; Lk
Ul = KOS k38 (X) =  u= —”g;()elk‘”f', (5.12)
and inverting the transform at X = 0 yields
v/ (0,2) = (5.13)

212’
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An unknown force distribution f(z) (symmetric in z) located on the wedge —h < z < h
gives rise to the flow

h
U(X,z) = / FE (X, 2 - 2)d?, (5.14)
—h
so the condition (5.4b) yields

1" f(E)

2rf_p 2 — 2

- dz' = sgn(z)5 cota — cz, (5.15)

where the horizontal bar indicates that the Cauchy principal value is taken for the integral.
The inversion formula for finite-range Hilbert transforms is given by [14] as

o) = o T o g = SOV g

o) -z _h z—z

where F' = ffh f(2")dz'. Hence, consideration of z = h yields the net force as

o (" 1 Y= — ch?
F=2 [sgn(z)3 cot a — cz] s dz = 2h cot a — ch’m, (5.17a)
—h -

and the force distribution is given by

2
f(z) = =—cota In ———— — 2¢/h2 — 22 (5.17b)
m

The flow field is then determined by (5.14).
As the antisymmetric solution in §5.1.1 has no net force. Hence, we deduce that the
net leftward force on the wedge in the original problem is also given by (5.17a), and the

propulsion speed is thus
2 cot o

T O(e). (5.18)

C =

6 Summary and Discussion

We have investigated the two-dimensional diffusion-driven flow that gives rise to propulsion
of an insulating wedge in a stably stratified fluid. Using the method of matched asymptotic
expansions, we have calculated the flow field, the buoyancy distribution and the propulsion
speed in the case when the dimensions of the wedge are much larger than the natural length
scale Ly = (kv/N?)/4 of the flow.

Whether the outer boundaries are insulating (§3), have prescribed buoyancy (§4), or are
very far away (§5), we find that the root cause of the propulsion is the Phillips—Wunsch flux
of magnitude x cot o up the sloping upper surface of the wedge (and down the sloping lower
surface, by symmetry). This removal of fluid at the apex of the wedge is balanced by vertical
flow towards the symmetry axis ahead of the wedge, either throughout the forward region
(83, §5) or along a boundary layer on the front wall (§4). The resulting vertical advection
of buoyancy lowers the hydrostatic pressure ahead of the wedge, resulting in a propulsive
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force. When the wedge moves at speed ¢, the O(ch) redistribution of fluid generates a drag
force by the same mechanism.
Since the forces on the wedge must balance, we can expect the scaling

K cot a
h

C r~

(6.1)

to hold. Our calculations confirm this result, with various O(1) numerical prefactors, for
all three types of outer boundary condition (3.43, 4.23, 5.18). Somewhat surprisingly, the
scaling (6.1) depends on neither the the strength N? of the background stratification nor
the viscosity v of the fluid. (However, N2 and v do affect ¢ and hence the thicknesses of
the various boundary layers and the corrections to the leading-order velocity.)

6.1 Comparison with experiments

We compare our theoretical results to the experimental results by Allshouse et al. [1]. In
their experiments, the natural length scale was typically Ly = O(0.1 mm) while the wedge
had size Ly ~ h = O(10 mm), so there was indeed a reasonable separation of scales with
g = Lo / Ll < 1.

However, since they used wedges whose width-to-length ratio was typically 1/4 (and
never larger than 2), our two-dimensional analysis which requires the wedges to be much
wider than they are long does not apply. Also, many of their results are for a wedge with
slope @ = 5°, which is very close to horizontal and again excluded by our analysis. Hence,
we can only make a qualitative comparison with their results.

Overall, the experimental results indicate that the velocity ¢ scales with the boundary-
layer velocity ¢y = kcot /Ly, which is 1/e times our scaling (6.1). This is evidenced by
figures 3(a,b) in [1], which show that ¢ does depends on the strength of the stratification,
closely following the power law ¢ o« N/2, and that ¢/co does not vary with the Schmidt
number x/v. However, we note that the latter figure indicates that the numerical prefactor
of the scaling is very small. In addition, the range of velocities in the former figure is limited
to 1-4 pm/s, so the scaling result is not conclusive. We note that this range is comparable
to the values 0.8-2.5 pum/s given by our scaling (6.1). Hence, further study of the three-
dimensional case and the near-horizontal case is needed to conclusively decide which scaling
is correct.

6.2 Extensions

Our analyses extend relatively easily to two-dimensional objects of other shapes. If the
shape of the object is described by S_(z) < x < S4(z), then the effective leading-order
conditions ¢ = cot a on the wedge slope and ©» = 0 on the wedge back are replaced by
¥ = S (2) at x = S1(z). The variation in slope allows fluid to be entrained or expelled
continually along the surface of the object, rather than only at the corners of the wedge,
but this is not a problem for the analyses in §3, §4 or §5.

If the object is not top-down symmetric, then the boundary conditions for the stream
function will involve an unknown constant corresponding to the unknown circulation around
the object. However, this constant is straightforwardly determined by requiring that the
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hydrostatic pressure is continuous on both sides of the object. There may also be issues
with rotation due to non-zero torque.

A more serious problem with objects of arbitrary shape is that they may have near-
horizontal surfaces. In particular, a smooth object which does not have corners at the top
and bottom will have horizontal surfaces there. As stated in §2.2, Phillips—Wunsch flow
breaks down on surfaces that are too close to horizontal. Whether such top and bottom
regions can be ignored for rounded shapes, just like we could ignore the corners of the wedge
a leading order, remains to be seen.

As for extensions into the third dimension, a radically different theoretical approach
would be required. This is because we have been relying on calculating the force on the
wedge using the hydrostatic pressure, which is only possible due to the two-dimensional
wedge acting as a dam between the front and rear regions. When fluid is allowed to flow
around the wedge in the third dimension, a large pressure difference between the front and
back wedge would simply drive such a flow around the wedge until the pressure force is
balanced by viscous drag. Hence, the forces on the wedge are due to both pressure forces
and viscous forces at the same order. Thus, it seems that a solution would have to involve
solving a complicated equation in a complicated domain.

Nevertheless, based on our two-dimensional analysis we can hypothesize that the three-
dimensional system is amenable to simplification by asymptotic decomposition. The Phillips—
Wunsch boundary layer would be replaced by a line of sinks at the front of the wedge and
two lines of sources at the back, and even though the outer equations have a complicated
geometry and require numerical solution the computational cost would be greatly reduced
due to the boundary layers not needing to be resolved.
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Noisy Homoclinic Pulse Dynamics

Tom Eaves

October 15, 2015

1 Near-homoclinic Pulse Dynamics

Near-homoclinic dynamics arise in a number of physically relevant problems in fluid dy-
namics, forexample, wherever there are coherent solitary waves, pulses in the signal of some
important system variable, or bursts of turbulence in boundary layers. Near-homoclinic
dynamics involve trajectories through phase space of a given dynamical system at param-
eter values close to a bifurcation at which there exits a homoclinic orbit, that repeatedly
visit the vicinity of an unstable saddle point, at the origin say, followed by large excursions
through the space, closely shadowing the saddle point’s homoclinic orbit. If some variable
like the energy or the distance from the saddle point is plotted against time, the resulting
time series appears as a sequence of widely separated pulses.

1 . . . 1 . . .
5 0f { = o} -
-1 . . . -1 . . .
-2 -1 0 1 2 -2 -1 0 1 2
T x
2 . : .
8 0 8
-2 . . . -2 . . .
0 5 10 15 20 0 50 100 150 200
t t

Figure 1: A deterministic two-dimensional system with a homoclinic orbit and its symmetric
solution = — —x (left) and a trajectory at nearby parameters (right). Top, trajectory in
state space (x(t),4(t)). Bottom, the homoclinic solution z(t) and a sample train of pulses

x(t).

The exact form of such a ‘pulse train’ depends heavily on the type of saddle point
that forms the start and end points of the homoclinic trajectory. In two dimensions, such
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as the system plotted in Figure 1, both eigenvalues of the saddle point are real, and the
time interval between pulses for the long-time asymptotic solution is constant. For a three-
dimensional system like the Shimizu—Morioka system [14], which is a Lorenz-like system, for
which the saddle point has three real eigenvalues Ao < A1 < 0 < A3, the strong contraction
due to Ao can be ignored at leading order, and the dynamics appear at first sight to be
similar to the two-dimensional case. However, the influence of the third stable direct acts
to ‘fold’ trajectories together during their evolution through the vicinity of the origin, and
chaotically distributed time intervals between pulses arises. The Shimizu—Morioka system
is plotted in Figure 2.

1 . v v 1 . v v
> of - > o} -
_1 il il il _1 il il il
-2 -1 0 2 -2 -1 0 1 2
x x
2 r v 2 v r
8 0 0
_2 il il _2 il
0 10 20 30 0 50 100 150 200
t t

Figure 2: A deterministic three-dimensional Shimizu—Morioka system with a homoclinic
orbit and its symmetric solution (z,y) — (—xz,—y) (left) and a trajectory at nearby pa-
rameters (right). Top, two-dimensional projection of trajectory in state space (z(t),y(t)).
Bottom,the homoclinic solution z(¢) and a sample train of pulses z(t)..

Another canonical type of saddle point found in such systems is one for which the un-
stable direction has dimension one, and hence a single real positive eigenvalue, whilst the
stable direction consists of a complex pair of eigenvalues. Their dynamics consist of trajec-
tories spiraling into the saddle point before diverging away from the saddle point around
its unstable direction. If this is combined with a strong contraction in one direction whilst
following the homoclinic trajectory through state space, we call such systems ‘Shilnikov’
systems. These systems also display chaotically distributed time intervals between pulses,
but in this case the chaos arises through the dynamics near the origin ‘mixing up’ trajec-
tories that approach the origin through different locations, and thus completing a different
number of spirals before leaving the vicinity of the saddle point. One such system is plotted
in Figure 3.

Both Lorenz and Shilnikov type behaviour are observed in many physical systems. As
was discussed in this year’s GFD lectures by H. Dijkstra, the quasi-geostrophic double-gyre
circulation undergoes bifurcations in an asymmetry variable, which measures the relative
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occurrence of coherent structures above and below the symmetry line of forcing, to either
Lorenz or Shilnikov phenomena, depending upon the parameters in the problem [9, 15].

1 . . . 1 . . .
s of { = o} -
-1 . . -1 . .
-2 -1 0 1 2 -2 -1 0 1 2
a X
2 : .
20 — =
-2 . . -2 . . .
0 10 20 30 0 50 100 150 200
t t

Figure 3: A deterministic three-dimensional Shilnikov system with a homoclinic orbit and
its symmetric solution z — —z (left) and a trajectory at nearby parameters (right). Top,
two-dimensional projection of trajectory in state space (x(t), (t)). Bottom, the homoclinic
solution z(t) and a sample train of pulses z(t).

The time intervals between pulses in all such systems depend most sensitively on how
the trajectories evolve through the origin, as the closer a trajectory is to the stable manifold
when approaching the origin, the longer it takes to leave the origin, and this time increases
exponentially as the distance to the stable manifold decreases. In contrast, the ‘outer’ flow
away from the origin takes an approximately constant time for all trajectories. The time
intervals are therefore controlled by the position at which trajectories enter the vicinity of
the origin.

Two successful approaches have been suggested to estimate the distribution of time
intervals between pulses, or equivalently the mapping between trajectories leaving the origin
and re-entering the origin. The approach taken by Shilnikov [13], after whom Shilnikov
systems are named, is to solve the linearised system near the origin exactly, and to assume
a linear mapping between points on a Poincaré section of trajectories leaving the origin to
points on a Poincaré section of trajectories returning to the origin. This represents stong
contraction in one of the spatial dimensions during the outer flow, and an outer flow that
closely follows the homoclinic orbit, and is explained in more intuitive detail by Glendinning
and Sparrow [7]. This can then be written as a single map between points on the entrance
Poinaré section as

Z,
Zpi1=C+ BZfL cos <Q log <ZO) + ‘I)> ) (1)

for some constant B, and C' is a constant that measures the distance from a bifurcation
point at which the homoclinic orbit exists, ® is a constant phase, {2 is related to the unstable
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eigenvalue and the imaginary part of the stable eigenvalue, and 9§ is the ratio of the real part
of the stable eigenvalue to the unstable eigenvalue. When C = 0 and § < 1 this map has
an infinite number of unstable fixed points, and exhibits chaos for most parameter values.

The approach taken by Balmforth et al. [4] and summarised a review paper [3], is to
suppose that a solution to the equations in near homoclinic conditions can be written as a
sum of homoclinic trajectories with an error term of O(€), where € measures the distance
from homoclinicity. These homoclinic trajectories must then be sufficiently widely separated
in time so that the interaction of adjacent homoclinic orbits is of size O(¢). An equation for
the error term is derived, and a secularity condition deduced from the requirement that the
error term is small. This secularity condition involves interactions of adjacent homoclinic
trajectories, and hence can be interpreted as a mapping between successive spacings in time
of the homoclinic trajectories. Under further approximation, this map can be reduced to
the Shilnikov Z, map. This method is the primary method generalised here to stochastic
systems, and its details are left until later in the text.

Stochastic near-homoclinic systems have been considered in a variety of contexts, from
noise-driven excitable systems [11, 5], to exponential tails in the timing of turbulence burst-
ing events [18] and intermittent switching between cycles in a heteroclinic network [1]. The
only major theoretical work comes from Stone and Holmes [17] and extensions [18, 16].
This work deals with the stochastic dynamics near the origin only, and solves the Ornstein—
Uhlenbeck processes there, followed by assumptions of long residency time near the origin
and small amplitude noise to find simple expressions for the density of points leaving and
arriving at the origin, along with expected residency times. The key assumption in all of
this work is that since the noise amplitude is small, its only significant effect is near to
the origin, and that once a trajectory is closely following the homoclinic orbit away from
the origin, the effects of noise can be neglected, and the distribution of points leaving the
origin may be linearly mapped to a distribution of points arriving at the origin via the
deterministic linear mapping, as in Shilnikov’s approach for deterministic systems.

The work presented here demonstrates that this assumption is in fact unfounded, and
we show that for the three different homoclinic systems discussed above, the primary ef-
fect of noise on a homoclinic trajectory is the influence during the orbit away from the
origin producing a significant difference in the distribution of points arriving at the ori-
gin, and that this effect produces variances in the position and timing of trajectories that
are at least an order of magnitude larger than the effects near the origin. Section 2 deals
with the two-dimensional Duffing system originally considered in the theoretical paper of
Stone and Holmes [17]. Section 3 deals with the three-dimensional Shimizu-Morioka system
[14], which can be interpreted as the Lorenz system at high Rayleigh number and exhibits
Lorenz-like behaviour. Section 4 deals with a three-dimensional equation that arises as the
normal form of a co-dimension three bifurcation with a reflection symmetry [2] in which
three eigenvalues of an equilibrium point simultaneously have zero real part, and exhibits
Shilnikov-like behaviour. We draw our conclusions in Section 5.

120



2 A Stochastic Duffing Equation

Consider the following deterministic Duffing equation for z(t)

3

i=x—2° - eyi+ efa’i. (2)

A sample trajectory with v = 0.08 and 8 = 0.1 is shown in Figure 1, along with the nearby
homoclinic trajectory at v ~ 0.080012.
This equation has a fixed point at the origin, which is a saddle, with eigenvalues

1
A= 5(*6’)/ Ve +4)=+1— % + 0(e?), (3)

with corresponding eigenvectors

s — <j:1 - %1+ 0(8)) _ ()

The system also has two addition fixed points at (z,4) = (£1/1 — €7,0), which are unsta-
ble/stable sinks if 5 = 0.
Consider the addition of a white noise process to this equation, namely

T =y + €&, (5)
y=x—2° — eyy+ By + €&y, (6)
where
E(&y(t)) =0, (7)
E(fm,y(t>£x,y(3)) = 5(t - 5)7 (8)

and &; and §, are independent.

Let 6 be such that ¢ < § < 1 and consider the small domain about the origin D =
{(z,%) -9+ < 6} where ¥4 are the normalised eigenvectors of the saddle point at the origin.
Within D we can approximate the dynamics, in local saddle coordinates, as

i'l = —HT1 + 6§$17 (9)
To = A\x9 + 6&52, (10)

where —p and A are respectively the stable and unstable eigenvalues of the saddle point at
the origin.
We can then consider three cases for the action of noise, namely

1. &y #0, &, # 0 and £ = 0 outside of D (noisy origin)
2. &, =0, &, =0 and & # 0 outside of D (deterministic origin)
3. &y #0, &, # 0 and € # 0 outside of D (noise everywhere)

In addition, we may split case (1.) into two, namely &, # 0 and &,, = 0 (noisy stable
direction) and &, = 0 and &, # 0 (noisy unstable direction). This is done in Appendix A.

Before considering each of the three cases in turn, we first solve the deterministic be-
haviour within D.
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Figure 4: Sketch of the dynamics through the domain D about the origin with entry point
zi, and leaving point wy.

2.1 Deterministic origin dynamics

When a trajectory enters D for the kth occasion, at time t = tg, we have (x1,z2) = (0, 2),
see Figure 4. The trajectory then satisfies

T = (56_”(t_t°), (11)

Ty = zpe 710, (12)

The trajectory then leaves D when (z1,x2) = (wg,d), which occurs after a time interval

1 1)
tk = tieave — to = X IOg <Zk> y (13)

from which we can obtain w,,, the 1 position at time of exit,
_ A
wy = § AL (14)

We then make the assumption that the dynamics outside of D act as a linear mapping
between the point at which D is left for the kth time to the point at which D is entered for
the (k + 1)th time, as did Shilnikov [13], i.e. that

Zp41 = Qg + ¢ = aélfu/Azg/A +c, (15)

where ¢ = 0 when there exists a homoclinic orbit.
Since zr < § < 1, we see that when p/A > 1, we have the limit z; — ¢ as k — co. We
can also solve for the time intervals between entering events. First note that

_ 1 Zee1) _ 1 —p/ A /A _ ! —
tpr1 = Alog( 5 ) = )\log(aé 2" +cfd) = )\log(ae +¢/90). (16)
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Assuming that the time between exit and re-entrance of D is T, the time interval between
entering events A, = T + t; satisfies

1
Npp1 =T — 3 log(ae #2retT 4 c/5). (17)
When there exists a homoclinic orbit, ¢ = 0, and so
log(a)  pT'
A =T-— —— 4+ =A 1
k+1 3 3 + Nk (18)

and so if pu/A > 1, we have the limit Ay — oo as n — o0, and so the homoclinic orbit is
attracting.

2.2 Noisy origin, £ =0 outside D

The analysis in this section is a summary of the work of Stone and Holmes [17] and their
approach to determining the dynamics for noise near the origin. In Appendix A we adopt
the same approach as Stone and Holmes to investigate the effect of noise near the origin
only in either the stable or unstable direction of the saddle. We wish to solve the stochastic
differential equations

T1 = —pry + €§x1, (19)
To = A\x9 + €§x2, (20)

where A and —u are the unstable and stable eigenvalues at the origin.
First, we define the Gaussian function for the normal probability density function

Ny(a,0%) = ! exp[—w]. (21)

2mo? 202

Then, the known solutions to the Ornstein—Uhlenbeck processes (19-20), given an initial
known position are

2
p(x1,t]6,0) = Ny, ((56_“t, ;—M(l - 6_2“t)> (22)
2
platz0,0) = Aoy (1, 51 - 1) (23)
Observe that the means satisfy the equations
d
) = =) (24)
d
o2 = M), (25)

and so we might expect that if the deterministic system spends a large amount of time in
D, then so will the stochastic system. This allows us to make the approximation that the
x1-process becomes stationary before exiting D, i.e. that e #* < 1, and so we have

2
p(z1,t]6,0) ~ N (0, 2:> as t — oo, (26)
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and so the leaving point w; has a distribution independent of zg,

2
€
= 0,— ). 27
plu) =7 (0.5 (27)
After leaving D, the motion is deterministic, and so we recall the linear mapping
Zp11 = awy + ¢, (28)

giving the density of return points zx1,

202
p(zks1l2k) = p(zrg1) = N <07 2#) ) (29)
using standard results for linear combinations of normally distributed random variables.
To find the timings ¢, we need to solve the unstable Y process. It is also known that the
solution to the Ornstein—Uhlenbeck process (20) given an initial known normal distribution
is

2
p(xa, tIN (29, 0%),0) = N <:Cge’\t, o2 ¢ %(e”‘t — 1)) : (30)
and so, we see that
2.2 2,2 2
A €@ A X o € o
= = = (M1 1
p<x2,t‘N<ce , 2M>,0> N(ce , 2Me —|—2/\(€ )> (31)
2
— N <ce’\t, 2%(@% - 1)) (32)
= p(x2,s|s = 0), (33)
where s =t 4+ t' and ,
1 o
t’:10g<1+). 34
) . (34)
Then, the mean passage time E(¢;) satisfies
o0
E(ty) = / Pty > 1) dt (35)
0

- /t Bty > 5) ds (36)
= /tloo /_i p(xa,sls =0) day ds (37)

N {}\log(‘z) forc e iK1,

38
$log (2) fore<c< < 1. (38)

The main result here is that for nearly homoclinic conditions in which ¢ < €, noise acts
to effectively push a trajectory away from the stable axis to a distance ¢, after which the
mean trajectory is essentially deterministic, whereas far from homoclinicity in which € < ¢,
noise is unimportant, and the mean trajectory is identical to its deterministic version. The
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extra condition that €, ¢ < § ensures that trajectories remain in D for a long time, and so
the assumption e #* < 1 is valid.

Parameter values considered by Stone and Holmes [17] are v = 0.08, § = 0.1 and
e = 0.0006. Using these values, we can compare the results above to a numerical solution
of the stochastic differential equations with £ = 0 outside of D, defined by § = 0.1. Figure
5 shows a comparison of the distributions for p(wy) and the distributions for p(z) for both
a numerical integration of the SDEs and the derived results (27,29) given by Stone and
Holmes [17] with ¢ = 0. There is a clear discrepancy in these results, and so we also plot
the sum of two normal distributions with means +0 exp(—uE(tx)) for w, where E(¢,) is
taken from the numerical integration, and an approximate offset ¢ = £2.763 x 10~ for z,
taken from the numerical integration. The mean time through D for the numerical solution
is 5.767 and the mean time according to (38) with ¢ < € is 5.325. There remains an error
in the comparison of the results for p(wy), likely due to the fact that the approximation for
p(wy) is independent of z.

We note that we can break from the approach of Stone and Holmes in this section and
Appendix A. Rather than making approximation about long residency times to simplify
the relevant probability densities, we can instead keep the exact solutions to the Ornstein—
Uhlenbeck processes and iteratively produce a sample trajectory. To obtain zp,q from zy,
we choose a t;, and wy, from the relevant densities, and then map wy to zi41 using the linear
mapping assumption. This would give a reliable, if low-tech way of producing the correct
comparisons to the SDEs.

1000 1000 v v T

800 } /\ . 800 } | .
1
— 6ok Tt 1 - 600 } [ 1
3 [ 2 |
S 00} { = 400} Il :
\ V
200 b . 200 } 'J’r ’ .
0 |||“ ’“lll r ’
-4 -2 0 2 4

W x10® 21 x10°

Figure 5: Probability density of leave points w,, (left) and return (right) points z, to D
with § = 0.1 and noise strength ¢ = 0.0006 acting only outside D, for parameters v = 0.08
and 8 = 0.1 for a direct numerical simulation with 7500 returns to D (blue histogram), the
approximate solution (27,29) from Stone and Holmes [17] (red line), and the sum of two
normal distributions with means 46 exp(—uE(t,)) for w, and +2.763 x 10~* for z, (orange
line).
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2.3 Deterministic origin, ¢ # 0 outside D

Consider the equation
i =x— a3 — eyi 4 efr’i + €£(t) (39)

outside the domain D =~ {|i+x| < 6, |#—x| < §}. Write the solution as x = xg+ex1+O(e?).
Then, at O(1) we have
i = wo — 3, (40)

which has first integral

1 1 1
5%:5%—1%+E, (41)

where we can interpret the constant of integration F as an energy parameter. The case
E = 0 gives the homoclinic orbits

xo = +v/2sech(t — to) (42)

for some ty. We will concentrate on the positive solution, zq = v/2sech(t — tg).
Next, at O(e) we obtain

F1— @1+ Bwgan = —yido + Brgdo + £(D). (43)
Multiply through by & and integrate to get
ty oy e &
[560.731 — Xox1 + x%xl]t = —'y/ T dt+ 3 Toxh dt +/ §(t):i:0 dt, (44)
¢ ta ta ta
where t, and t; are defined respectively by
P42 =26, (45)
i —x=—/20. (46)

For ¢ < 6 < 1, we have zp ~ 2\/§e*|ﬂ, where ¢ = t — ty. This then gives g ~
—2v/2 sgn(f)e"t‘, and so the leading order condition on 0D determines ¢, and t;, namely

Zbo(ta) = SCo(ta) = \/255, (47)
Zo(ty) = —xo(ty) = —\/255, (48)
ty = —tq = log (;) . (49)

At second order we obtain
z1(t) = —x1(ta), (50)
1 (ty) = w1(tp), (51)

and so

01 — mom1 + xfm1]) = V20(1(ta) — 21(ts)) + O(6%). (52)

126



We also have the exact relations

00 ‘ 4,)/
o 163

and so, given that —t,, t; > 1, the deterministic orbit is homoclinic at leading order if these
two integrals are equal, i.e. 8 = 5v/4. Assuming homoclinic conditions, we obtain

\@5(%1(@1) — .CCl(tb)) = /OO f(t)i’o dt. (55)

It is a known result [6] that for deterministic functions of time f(t),

b b
[ rew at o (o[ s ar). (56)
We can use this result to deduce that

)~ A (it g [ a3 ) 57

_ N (xl(ta), 3?2) foo (58)

The leading order return map to D for this stochastic Duffing equation in homoclinic
conditions is then,
T+
Rk+1 =
V2 s,
= \@61’1(%) (60)

4¢2
=N (ﬁexl(ta), 352) (61)
4 2
—N (wk, 35) (62)
= sgn(z)8" T 2[R + 2\/?71@, (63)

where 7 ~ N (0,1) is a zero mean, unit variance, Gaussian random variable. Hence,

m = Bz s1|2) = sgn(z) 8/ 2,1 (64)
4¢2

o (65)

E((zh41 —m)?|2) =

Recall that the variance in the re-entry point for noise only within D scaled as €2. Given
€ € 0 < 1, we see that the variance associated with this outer flow is much larger.

127



We then have the transition density

4 2
plaasalan) = (sl A, 25 ), (66)
and so -
plzksn) = / (ks lze) (k) (67)

We can look for the stationary distribution p(zx) = p*(z) that the mapping approaches
as n — oo. This is given by the integral equation

% 20, _ son(s) 11/ g| /A2
PS(Z)z/_oog\/SEﬂexp [—35( E (8); ) ]ps(s) ds. (68)

Figure 6 shows the return distribution for noise outside of D only and noise uniformly
everywhere in the system respectively. Also shown is the mapping (63). For noise outside
of D we also plot the estimated stationary distribution via the method described below,
and for the ‘noise everywhere’ calculation we also plot the result from Stone and Holmes.

60r 60
50F 50 k
40F 40 F
= =
2 30 X 30
QL Q
20F 20F
10F 10F
0 0
-0.04 -0.02 0 0.02 0.04 -0.04 -0.02 0 0.02 0.04
Zk 2k

Figure 6: Left: Probability density of return points to D with § = 0.1 and noise strength
€ = 0.0006 acting only outside D, for parameters v = 0.08 and $ = 0.1 for a direct numerical
simulation with 3000 returns to D (blue histogram), the return map (63) iterated 10° times
(red line) and the asymptotic approximation to the stationary distribution of the return
map (63) (black line). Right: Noise strength e = 0.0006 acting everywhere, and the result
of Stone and Holmes [17] (black line).

Before computing additional properties of this solution, we need some results about
stationary distributions about stable fixed points of maps.
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2.4 Weak noise estimation of stationary distributions

We can estimate stationary distributions for stochastic mappings with stable deterministic
fixed points or periodic orbits [10]. Suppose that we have the stochatic mapping

Zn1 = f(zn) + €M, (69)

where 7, ~ N (0,1). Then we know that

p(zn-‘rl‘zn) = N(f(zn)7 62)7 (70)

and so the stationary distribution statisfies

o) = [ plels)o(s) ds. (71)

Suppose in addition that (for the simplest possible case) the deterministic part of the
mapping has a singe stable fixed point, f(z.) = z« with |f.| = |f/(z«)| < 1. Then we might
suppose that for small noise strength €, the stationary distribution is centred about z, with
some variance o2 which in general is different from, but related to, ¢, and should depend
on the local rate of contraction of f(z) about the fixed point.

To this end, try the ansatz

P = e [—(;02)} (72

[ e [ eon 73

2¢2 202

Now let s = 2, + €S and z = z, + €Z = f(z«) + €Z. Then, defining a? = €2/0?, we obtain

p°(2) :/1exp [—(Z_f45)2 - asz] ds (74)

2no 2 2
_ / L exp(6(9)) dS. (75)

2mo

Now, the function ¢(S) has a minima at

1
and we may approximate
S — Sp)?
5(8) = o(50) + =2 grs) (77)
o 7% im0 (8= 50)
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Substituting this back into the integral and evaluating the resulting Gaussian, we obtain

1 | 2 a? 72
S0\ - - = 79
P"(2) 2o\ f2 + o2 oxp [ a2+ f12 2 ] (79)

1 o (z— z)?
V2702(f2 F o?) P [_ a?+ f12 2 } ’ (80)
2

which is consistent with the original ansatz if 02 = €2/(1 — f/2), and this modified variance
o? is positive provided that the fixed point is stable. Hence, an approximate solution is

o 1 __ o)
10 = g ) Y

Now consider a stable N-cycle {2}, distinct points with f(z;) = 2;41. Define f/ =
f'(2;). Then, we pose the ansatz for the stationary distribution

CIE S e, (52)

2
i=1 27701»2 20;

(2

with a; > 0 and ) a; = 1 so that this represents a probability distribution. An analogous
calculation to the one above gives

N , 2 — )2
p(2) = % exp [— G k) } , (83)
where a? = €2/0?.

Z 2 2 2
i—1 \/271'0’7;2(.]2-/24-042) ai + fj 2e
2 —

1
One of the compatibility conditions gives a; = a;+1, and so a; = 1/N. The other
compatibility condition gives

2 2 1+ Zngll H?:l Z/E]
of =€ L (84)
Jj=17j

where the subscripts are taken modulo N, which reduces to the fixed point case if N = 1.
For the Duffing equation considered above in homoclinic conditions, we have z, = 0
and f. = 0, and so the estimated variance of the stationary distribution is the same as
that for the noise term in the equation. This estimate is plotted in Figure 6 along with
the numerical simulation of the full system, and the map iterated a large number of times
(10). The agreement is not particularly good, but this is due to the fact that z, # 0 for

the parameter values chosen by Stone and Holmes [17]. We fix this later.

2.5 Timing map for deterministic origin, ¢ # 0 outside D

We can also compute the time between pulses, or equivalently the time between re-entries
of D. The total flight time is the sum of the time taken to pass through the origin plus the
time taken between leaving and returning to D,
1 é 1 1) 4
Ay = origin + Tflz'ght = X log <> + 2t = X log <> + 2log <5) . (85)

| 2] EM
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The timing map should then be independent of §. Substituting A,, into the return map
(63) we obtain

6022 2¢ |4

— *,U«An E\/Z
e +16 5> (87)

at leading order, since A\, = 1 + €y/2, and so § drops out. Note however that we must
keep A and p different from one in the exponentials as contraction is necessary for bounded
solutions. This can be seen be noting that if A = g = 1 in the return map (63), then z,
satisfies a Wiener process with variance growing linearly with the number of iterations.

We can also demonstrate that the timing map has exponential tails. To see this, recall
that the return map (63) has a stable fixed point at z, = 0 and so the approximations of
the previous section imply that we have the stationary distribution

)= N (0.35). (5%)

Then, the change of variables to A gives

3 §2-22—AA 96
pa(A) =~ 16)\\/; exp |:_54—4)\62€—2)\A:| (89)

€

[3 e A 96 _
~ 16\ on o XD [—626 2>‘A] (90)
—2A
~16M/%66 as A — 00 (91)

In Figure 7 we plot the distribution of the times between maxima for the same numerical
simulation as for the return points plotted in 6 along with the estimate above, both with
and without making the approximation §'=* = 1. In each case the exponential decay is
correct, but the density without the assumption is more accurate. This is likely due to the
fact that for these parameter values, A and p are in fact significantly different from one.
Additionally, for this range of A and pu, the excursion time away from the origin is not quite
2log(4/9), providing an additional source of error. All of these approximation are fixed in
the next section, where we generalise the homoclinic pulse expansion technique of ODE of
Balmforth et al. [4] to stochastic systems.

In addition, we can estimate the expected time between maxima as

o [3 Ae A2 96 _oya
E(A) ~/0 16 o o P [626 ] dA (92)
\/%/6 1
:/ 16“i log V96 e ds (93)
0 27 /96 €S

1 V96
~ X log () as e — 0. (94)
€
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A

Figure 7: Probability density of times between maxima to with noise strength ¢ = 0.0006
acting only outside D, for parameters v = 0.08 and 5 = 0.1 for a direct numerical simulation
with 3000 returns to D (blue histogram), the estimated solution with 6'=* = 1 (red line)
and the estimated solution with §1=* # 1 (black line).

For the numerical data shown in Figure 7 we have E(A) = 10.695, and the formula
above with € = 0.0006 gives E(A) = 10.097. To compare to the work of Stone and Holmes,
recall that the mean time through the origin was

E@n)::%log<6), (95)

€

and so the mean flight time is

7= E(tn) + 2t (96)
= %log (g) + 2log (%) (97)
~Liog (@) (98)
~ T log (%) , (99)

which, in addition to depending explicitly on §, takes the value 13.003 for the parameters
used here, which is clearly not a good approximation.
2.6 Homoclinic pulse expansion for the stochastic Duffing system

To move away from the assumption that ~, 5 = O(e), and to correct the discrepancy with
the timing map distribution requiring 6'~* = 1, consider the equation

i —x+ 23+ yi — fa’d = edf(t). (100)
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Let v = 1(58) be the parameter set for which there exists a homoclinic orbit, and write
v =9+ ev1. To consider € # 0 everywhere, we instead make the ansatz for the full solution
as

x(t) = Z OpH(t —tx) + eR = Z 0LHy, + €R, (101)
k

where H(t) is the homoclinic solution, the sequence of times {¢;} are sufficiently widely
seperated so that HyHy11 = O(e€), the polarity 8, = £1 accounts for the symmetry z — —z,
and eR is the error made in making this assumption. This is the singular perturbation
method for finding timing between homoclinic pulses of ODEs of Balmforth et al. [4], but
here we can generalise it to stochastic systems.

In order to begin the asymptotic expansion, we need to explain what is meant by O(e)
interaction of neighbouring homoclinic orbits. Most importantly, we need to have an ex-
pansion for the nonlinear terms in (100). For correctly chosen times {¢;} we have

3
(S0 ) =SS0 v st 0t -0, (02
k k k
for the cubic term, where the second term is O(¢). The term Bx2i may be treated similarly.
The O(e°) equation is satisfied automatically, and the O(¢) equation in the vicinity of
t. gives

3 d .
TR = —EHz(9k+1Hk+1 + Op 1 Hp—1) + 5&[H§(9k+1Hk+1 + Ok—1Hi—1)] + 0§ — 10, Hy,
(103)
for each k, where
d
Jip=L+3H} - BaH,f. (104)

We note that the correct operator acting on R should involved the sum over all £ to include
all pulses, but we note that this sum is highly peaked about each homlinic trajectory, and so
we may approximate by splitting the sum up, and requiring R to satisfy a simpler equation
for each k. The error made in this approximation is of higher order in € and so we employ
it here [4].
Next, define Ni # 0 by
TN, = 0. (105)

Then, multiply through by i and integrate to obtain

o 3
0= / Ny, [ — EH,i(HkHHkH + 01 Hp—1)

d
+ ga[ﬂg(9k+lHk+l + Op—1Hp1)] + 0§ — 0, Hy | dt (106)
o0 3N; + BN, .
= / [— %MHIg(ek—i—lHk—i-l + 0p—1Hp—1) + Np(0§ — 110, Hy)| dt (107)
We have that
Hi 1 ~ hooe™t1%=1) agt — 1 — 00 (108)
Hyq ~ hoette+1) a9 ¢ — tgt1 — —00, (109)
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and so although strictly speaking we should only integrate the equations over the k-th pulse,
we can approximate the neighbouring pulses in the integral, and integrate over the whole
real line and obtain

/ (3N}, + BNy H? Hypyy dt = / (3N}, 4+ BNy ) HE hoe —te+1) d¢ (110)
= hoe Atrt17te) / (3Nj, + BN HPAM W) ar - (111)
= hge 41 7t) / (3N + BN)H?eM dt (112)
= Ae Akt (113)
where A =t — tx_1, and similarly,
/ (3N, + BN H2Hy_y dt & hoge HErtr-1) / (3N+BN)H?e™# dt = Be #Ak, (114)
We are then left with the timing map
Op 16 241 = 0peC + Oy De HA% 4 ea My, (115)

where 7 ~ N(0,1), C = —-Cy/A, D =—-BJ/A, M = —M;y/A, and

coz/ v NH dt (116)
Mg:/ N2dt. (117)
—00

We can convert the timing map (115) into a return-like map through the change of
variables zp = 001 exp(—AAyg), which gives

21 = €C + sgn(z) D]z + eo M, (118)

For small € this equation has a deterministic fixed point z = 2z, = O(e) with 0 < |f]| < O(1)
when A and p are not far from one. Hence, we can approximate the stationary distribution

for z; by
1 (2 — 24)?
= — 119
V2722 M2/(1 — [2) P [ 2¢202 M2 /(1 — f:?)] ’ (119)

and so the stationary distribution for the timings Ay is given approximately by

Pz, (2)

_ e (e — 2)
pa(A) = V2r @02 M2/(1 - [7) <eXp [_ 2¢202M? /(1 — f?)}

R eel), 120

2

e 2 exp |— i as A — (121)
V2me202 M2 /(1 — f2) P 26202 M? /(1 — f1?) OO’
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and so we obtain an exponential decay of the timing probability density function.

For the parameters v = 0.08 and § = 0.01 with noise strength ec = 0.0006, as used by
Stone and Holmes [17], we have eC = —1.362 x 107¢ with fixed point z, = —2.576 x 1076
and f, = 0.511. Figure 8 shows the estimated densities p,(z) and pa(A) respectively, along
with a numerical iteration of the timing map (115).

7000 1o’
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5000 f |
2
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2000 ‘
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1 OOO | "‘
Y I mIHHH H”“\ﬁ}}::.
4 2 0 2 N
z ><1O-4

Figure 8: Left: Probability density of zi, for parameters v = 0.08 and 8 = 0.1 with noise
strength eo = 0.0006 for the derived asymptotic map (blue histogram), and the estimated
solution with (red line). Right: Probability density of A,, for parameters v = 0.08 and
B = 0.1 with noise strength eo = 0.0006 for the derived asymptotic map (blue histogram),
the estimated solution with (red line), and its large A exponential decay (black line).

We can also approximate the mean spacing E(A) from

8)= [ dpa () aa, (122)
0
which takes different forms in the two cases |z.| < a < 1 and a < |2| < 1, where
a? = Ea*M? /(1 — f12), (123)

which is the effective variance of the z, stationary distribution.

First, we look at a < |z < 1, which we would expect to correspond to the case where
noise is not strong enough to change E(A) from its deterministic value. We have that the
first exponential in the integral for E(A) takes its maximum at y = e 2 = z,, which is well
separated from the lower limit of integration, and the second exponential is asymptotically

small. Hence,
E(A) ~ Wfl g(l > / e~ W==)?/20% qy (124)
1
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which is the deterministic value, as expected.

Next, for |z.| < a < 1, we expect that the fixed point z, does not greatly influence E(A),
and that the mean spacing should depend instead on a. In this limit, the two exponentials
are comparible, and we may set z, = 0 (though not f? = f62 = 0), so that a remains
unchanged. We then obtain

2 1 1 2 /6 2
~ = - - —y</2a
)~ s [y lom () (120)
9 [>®1 1 2
~ — —1 —_— - d 127
ﬁ/o P <a8\/§> ‘ ’ (127)

1 1 1
=3 log <a> + ﬁ(% +log 2) (128)
1 1

where 7, is Euler’s gamma constant.

Figure 9 shows the mean spacing E(A) as a function of noise strength eo for the param-
eters 7 = 0.08 and 5 = 0.1, for the timing map (115) and the original stochastic differential
equation. Also plotted are the two asymptotic estimates above, for a < |z4] < 1 and
|z«| < a. For the second case, |z:| < a, we have (7. + log(2))/2\ =~ 0.661, which is around
5% of the typical mean spacing in this range. For this reason, we plot both the leading order
asymptotic result, and its correction. It is clear that the first correction is needed in this
case. There are also plotted dashed lines at the two locations oe = z, and a = a(eo) = z,.
A first guess might be that the transition in behaviour occurs when the strength of the
noise eo is comparable with z,, but we have shown above that it is in fact the effective noise
strength a that controls the change in behaviour. The figure clearly shows this.

We see also in Figure 9 that the asymptotic approximation (129) begins to break down
as eo increases from 1073, This is to be expected eventually since we require a(e) < 1
for the Laplace approximation of the integral for E(A) to be valid. Additionally, as E(A)
decreases, it eventually approaches the flight time taken along the homoclinic orbit, and so
the assumption of well spaced pulses breaks down.

This generalised homoclinic pulse expansion technique has is clearly able to accurately
reproduce the results of the full stochastic differential equations. In stark contrast to the
results of Stone and Holmes [17], we have been able to fully characterise the effect of noise
on the system. It is clear that the results for the noise away from the origin problem and
the noise everywhere case are essentially the same and the the noise near the origin case
of Stone and Holmes is significantly different (see Figures 6 and 8). The dynamics can
be reduced to a simple stochastic one dimensional map of the form zp11 = f(zr) + o
which can be interpreted as the system obeying the deterministic dynamics f(z) except
for a random ‘kick’ upon re-entry to the origin, which depends on the sensitivity of the
homoclinic solution to noise perturbations along its whole length. The system is controlled
most closely by this kick upon re-entry, and is a fully nonlinear phenomena of the coupling
between noise and nonlinear dynamics.

In the following sections we use the same technique to investigate the two other homo-
clinic systems, and find in each case the simple reduction to a stochastic mapping of the
same form.
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Figure 9: Mean spacing E(A) as a function of noise strength eo, for parameters v = 0.08 and
B = 0.1 for the derived asymptotic map (blue line), and the original stochastic differential
equation (blue dots). Also plotted is the asymptotic result for a < |z:] < 1 (red line), the
leading asymptotic result for |z,| < a (orange line) and its correction (solid black line). The
leftmost dashed line shows eo = z, and the rightmost dashed line shows a = a(eo) = z,.

3 Stochastic Shimizu—Murayama Model

The deterministic Shimizu—-Murayama system [14] models the Lorenz equations at high
Rayleigh number, and for a range of parameters exhibits near homoclinic behaviour [12].
The three-dimensional stochastic system is

T =y+ ek, (130)
y=x(l—2) — Ay + eaf, (131)
i = —a(z — 2%) + ek, (132)
or equivalently,
d
= Ax + f(x) + €0k, (133)
where = (2,y, 2), & = (&, &y, &:), the matrix A is
0 1 0 0 1 0 0O 0 O
A=11 =X 0 | =11 =X 0 |4+€e|[0 =X 0] =A40+€A4, (134)
0 0 —« 0 0 —« 0O 0 O

where A = A\g+ €\ and A\o(a) are the parameter values at which there is a homoclinic orbit,
and the vector f(x) is
0
fl®)=1|—-zz]. (135)

a$2
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We will consider cases with a, A > 0. A sample trajectory with o« = 0.4 and A = 1.1954 is
shown in Figure 2 along with its nearby homoclinic orbit at A ~ 1.2054.

This system has fixed points at (0,0,0) and (£1,0,1). The second of these is either a
stable sink or unstable source. We are interested in the cases for which the origin is a saddle
with two stable directions and one unstable directions. The eigenvalues and eigenvectors at
the origin are

0
—a : [ 0| stable, (136)
1
A —=V4+2X2)/2
—p— = (=A—V4+A2)/2 : 1 stable, (137)
0
A+ V4+2A2)/2
e = (A +V4+A2)/2 1 unstable. (138)

0

Let H = (H*,HY, H?) be the homoclinic orbit that leaves the origin with x > 0. This
system has the symmetry (z,y,z) — (—z,—vy, 2), and so define pH = (AH*,0HY, H?) for
the polarity # = £1. We then pose a solution of the form

=) ¢pHy+eR, (139)
k

where Hy = H(t — t;) and the times t; are well-separated so that Hy - Hpiq1 = O(e).
Then, at O(e”) we find the homoclinic solution, and at O(e) we obtain

1
Ly R = gf'(ﬂ%Hk) (prp1Hpyr + 1 Hy 1) + AtHy + 0§, (140)
where d
Loy =37 —Ao— f'(onHy), (141)
and
0 0 0
FOH) = | —H* 0 —9H" (142)

2000H* 0 0

is the Jacobian matrix of the nonlinear part of the differential equations.
Now define E:;)k by

d
ol =4 — A - FoH)", (143)

and define N4, # 0 by
Lh Ny, =o. (144)

Note that the equation satisfied by IV _ is related to that satisfied by IN ;. through a symme-

try, so that if Ny = (N* NY,N?), then N_ = (N* NY,—N?). To this end, write instead
Ny, = YNy = (NF, N/, 0, Nf) and N, satisfies

t _

£+(k)Nk =0. (145)
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Now we may take the dot product of the equation satisfied by R with ¥ N and
integrate to obtain

0= / [itkak - (ouHp) - (dpr1Hpgr1 + dp—1Hi—1) + Ny - (A1grHy + UE)} dt.

(146)
In order to estimate the interaction integrals, we note that
hi
H~ | hY | et ast— —oo (147)
0
hZ, 0
H~ B )e T+ 0 |e® ast— oo, (148)
0 hZ,
but p— > « and so we may approximate
0
H~| 0 |e™ ast— oo, (149)
hee

which is equivalent to assuming a strong contraction in one of the stable directions, and so
trajectories essentially become two-dimensional when passing nearby to the origin.
We may now approximate each of the interaction integrals to obtain

/wka'f'(%Hk) *Qpr1H ey dt (150)
N} 0 0 0 Oy 1 hE
= NY || —HF 0 —6 HE |- | Opahl | e+ ar o (151)
01N? 200:HY 0 0 0
= hZe H+(teri—tilg, / (20H*N* — H*NY)et+t dt (152)
= Qe HHORLAL (153)

where Ay =t — t;_1, and similarly,

/ GeN e f (onH ) - dpy Hy_y dt (154)
= —hi e ti-1)g, / H*NYe™" dt (155)
= —Ore *2r By. (156)

Putting this together, we obtain the timing map

O 16 P2k = €0,C + 0, Be 2k + ea My, (157)
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where 7 ~ N (0,1) and B = By/A, C = Cy/A and M = My/A, where

Co = /AlNyHy dt, (158)
M = /N - N dt. (159)
401 .
35
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Figure 10: Timings for the Shimizu—Morioka system with no noise, 0 = 0, and parameters
a = 0.4 and A = 1.1954. Numerical simulation (red), and iterates of the derived timing
map (blue).

Figure 10 shows a comparison between the above timing map and a numerical simulation
of the system for no noise, 0 = 0, & = 0.4 and A = 1.1954. The agreement is very good,
and so we now concentrate only on the map, rather than the numerical simulations.

Figure 11 shows iterations of the derived timing map for noise strengths ec = 0, 1074,
1073 and 4 x 1073 with @ = 0.4 and X\ = 1.1954. We see that as the noise strength is
increased, the deterministic structure is gradually broadened and smoothed out, before
eventually being destroyed altogether. However, the shape of the probability distributions
is largely unchanged, and are similar to the Duffing distributions for all noise strengths, as
shown in Figure 12. Only at large noise strengths is there an appreciable shift in the peak
of the distribution and a broadening of the tails.

4 A Stochastic Shilnikov System
Consider the ODE
T4 yi+ i —cx+ad =0, (160)

which is the normal form of a co-dimension three bifurcation [2] with the symmetry x — —z.
Consider a stochastic equivalent of this equation

T4 yi 4 @ — cr + 2® 4 eol(t) =0, (161)
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Figure 11: Timings for the Shimizu—Morioka system calculated from the derived map with
noise strengths e = 0, 1074, 1073 and 4 x 1073 for parameters o = 0.4 and A\ = 1.1954.
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0.25

Figure 12: Probability density pa(A) of timings for the Shimizu—Morioka system calculated
from the iterates derived map with noise strengths e = 0, 1074, 1072 and 4 x 103 for
parameters a = 0.4 and \ = 1.1954.

where () is a white noise forcing, and o is an O(1) constant.

When o = 0, this system has an unstable saddle at the origin, with a one-dimensional
unstable direction and a two-dimensional unstable direction in which the dynamics are a
focus. A sample trajectory for v = 0.7 and ¢ = 1.108 is shown in Figure 3 along with the
nearby homoclinic orbit with ¢ ~ 1.107887 which we label H(¢), and the time origin is such
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that H(t) takes its maxima at ¢ = 0. We label the parameter values at which there exits a

homoclinic orbit as ¢ = ¢o(7y).
We again make the ansatz

T = ZHkH(t —11,) + €R,
k

(162)

along with ¢ = ¢o(y) + €c1, for some sequence of widely separated times {tx} so that

HyHy11 = O(e) and the polarity 6, = £1 accounts for the symmetry x — —zx.
The O(e”) equation is satisfied automatically, and the O(e) equation is

3
LyR = c10xHy, — EH£(6k+1Hk+1 + Op—1Hy—1) — 0&(t),

where

B 4 d
=& L e e H2.
B PrqeE T ot 3

Now define the adjoint operator to Ly,

Ly,

d3 d? d
@+’77—*—Co+3Hz,

[
b= dez  dt
and the null adjoint solution N (t) # 0 by

LIN, = 0.

Multiply the equation for R through by Ni(t) and integrate to obtain
3 [e.e] o0
0= ClekA - 6/ Nng(9k+1Hk+1 + Gk_lﬂk_l) dt — 0’/ Nkf dt,
—0o0 —0o0

where

A= / ClNka dt.

—o0
We know that
I hoe ast — —o0,
hooe M cos(wt + ¢) as t — oo,

(163)

(164)

(165)

(166)

(167)

(168)

(169)

where A is the unstable eigenvalue of the origin, and —u + iw is the stable eigenvalue, for

some hg, heo and ¢.

Since the pulse train of homoclinic orbits are widely separated, we have that

3 / NpHZ2Hyq dt ~ / Ny HZhoet—te+1) dt
= 3hoeMtk 1) / h Ny HEN M) qe

= 3hge Mbrr1=t) / - NHZeM dt
—00

= ¢ M=t p
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and also

3/ Nﬁﬁm%“uw/ N HZ hooe Mt=1) cos(w(t — tp_1) + ¢) dt (174)
= 3heoe HtE—tk-1) [cos(w(t;g —tg—1) + @) / NH?e M cos(wt) dt
—o0

~ sin(w(ty — te_1) + &) / T N2 sin(wt) dt} (175)
—o0
= e Mt t1) cos(w(ty, — th1) + ®)B (176)
Defining the time interval between pulses Ay =t — tx_1, we obtain
Opp1e 1 = €0,C + Op_1 Ee H2* cos(wAy + ®) + ea M, (177)

where 7 ~ N (0,1), and

C:%, (178)
-2, (179)
1\? [
AF::<D> /Q<N2dt (180)
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Figure 13: Times between pulses for the deterministic timing map (177) iterated 10° times
(blue) and a full numerical simulation with 5500 pulses (red) for ¢ = 1.108 and v = 0.7.

To verify that we have obtained the correct timing map, we first remove the noise term,
setting 0 = 0. Figure 13 shows a comparison of the times between pulses for a full numerical
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Figure 14: Probability density of times between pulses for the timing map (177) iterated
10° times (blue) and a full numerical simulation with 560 000 pulses (red) for ¢ = 1.108 and
v = 0.7 with noise strength eo = 1076.

Figure 15: The pdf for the timing map (177) for noise strengths eo = 0 (dark blue), 1076
(purple), 1075 (orange), 2 x 1075 (light blue), 5 x 1075 (green), 10~* (red) and 2 x 10~*
(magenta).

simulation of (161) and the derived timing map (177) iterated 10° times for ¢ = 1.108 and
v = 0.7. The agreement is excellent.

Figure 14 shows a comparison of the probability density of timings p(A) for noise
strength ec = 1079 for the timing map (177) iterated 10° times and a direct numerical

144



computation of (161) for 560 000 pulses. The agreement is excellent, and so we now deal
only with the map.

Figure 15 shows the probability density of timings p(A) for a range of noise strengths,
as well as the deterministic invariant measure normalised to be a probability density. For
very small noise strengths, the peaks of the invariant measure are simply rounded off. For
larger noise strengths, the peaks in the invariant measure are fully homogenised, and a new
smooth peak begins to arise at smaller A. Appendix B shows images of the stationary
distribution for a large range of ec; and eo. The main features are that as noise strength is
increased, it affects large A and small ¢; first. We see clearly that attractors with high A
are rapidly smoothed out, and the densities begin to be centered around attractors at lower
A. There is also evidence of exponential tails at large A. This is to be expected, since

pa(A) = Xe™Pp(e722) ~ Ae ™2, (0) as A — oo, (181)

and so we obtain exponential tails provided that p,(0) is bounded. We can demonstrate
this by observing that

p(0) = / e VOI/20% ) (5) ds < (182)

S
V2ma? V2ma? peis C V2ra?
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Figure 16: Times between pulses for the timing map (177) iterated 10° times for noise
strength ec = 1076 (purple), 107> (yellow), 10~* (red) and 4 x 10~ (blue) and the deter-
ministic timing map (177) (black lines).

To investigate the emergence of the new peak in the probability density p(A), in Figure
16 we plot iterates of the timing map (177) for various noise strengths eo along with the full
deterministic map. For the deterministic case, iterates of this map reside in the attracting
set which has A 2 15, see Figure 13. For very weak noise, the attracting set remains much
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the same, but is simply smoothed out a little. Larger noise strengths blur the deterministic
attracting set completely, but in addition begin to realise, and are attracted to, parts of
the deterministic map at smaller A. Such phenomena have been observed by numerous
authors, and are often referred to as ‘noise induced boundary crises’ [11, §].

There is also a noise threshold beyond which a significant number of trajectories are
attracted to the peak in the deterministic map just to the left of A = 10 beyond which the
map breaks down, and iterates diverge to —oco. This can be rationalised by noticing that
the time of flight for H(t) is approximately 10, and so A < 10 represents solutions that do
not visit the origin at all, and the assumption of widely spaced pulses is no longer valid.

5 Conclusions

Through generalising the singular perturbation analysis of homoclinic pulse dynamics in
ODEs [4] to stochastic systems, we have demonstrated that for a large class of near-
homoclinic dynamical systems, the most significant effect of noise on the timing between
homoclinic pulses and on the position of return of trajectories to the origin is due to a
cumulative effect of noise on the trajectory away from the origin, rather than the details of
the dynamics near to the origin as originally conjectured by Stone and Holmes [17]. This cu-
mulative effect may be interpreted as providing a random kick sampled from a well-defined
normal distribution to a deterministic trajectory just as it enters any domain of interest
centred around and close to the origin, and that this kick is asymptotically large when
compared to the effect of noise within this domain, in which its role is simply to provide a
buffer region of size O(e) about the stable manifold from which the stochastic trajectory is
ejected, preventing trajectories from remaining within the domain.

We are able to make good analytical progress in the two-dimensional Duffing system
since the resulting return map has a stable fixed point that we can expand around. For
sufficiently small amplitude noise, the dynamics are controlled by the distance from ho-
moclinicity, whilst for sufficiently large amplitude noise, the dynamics is controlled by the
noise by creating an effective distance from homoclinicity based on the standard deviation
of the resulting stationary distribution of the return map.

The derived maps for the Shimizu—Morioka model have nearly the same functional form
as the Duffing system, but the parameter values here allow chaotic solutions. In this system
we demonstrated that the singular perturbation analysis is easily generalisable to inherently
multidimensional dynamics.

The derived maps for Shilnikov system have a rich and varied behaviour, as shown in
Appendix B. Noise acts to smooth out the deterministic system, first at small deviations
from homoclinicity and large spacings, and eventually at all parameter values as the noise
amplitude is increased from zero. We also see noise induced boundary crises [11, 8] in which
the presence of noise causes the stationary distribution to no longer be centered around
the large spacing deterministic attractor, but to swap to another deterministic attractor at
smaller spacing.

In all systems we observe exponential tails in the distribution of timing spacings as in
Stone and Holmes [18], but note that this phenomenon is simply a manifestation of a change
of variables from return points to timings.
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We have developed a toolbox for investigating the effects of noise on homoclinic trajec-
tories and have applied it to the two canonical homoclinic bifurcation scenarios, Lorenz and
Shilnikov. Looking forward, we are now in a position to investigate more exotic systems
like heteroclinic networks, bifocal orbits and excitable systems.

We also wish to apply the ideas contained withing this report to PDEs that contain
traveling wave solutions that are of homoclinic or heteroclinic type. Near-homoclinic pulses
can be interpreted as coherent structures in a number of physically relevant PDEs with
traveling wave solutions [3]. A canonical example would be the real Ginzburg-Landau
equation which has ‘kink’ solutions that connect two equilibria. It is know that an initial
distribution of kinks that connect back and forth between the two equilibria will evolve in
time to collide and annihilate each other in finite exponential time [3]. Given the results
presented here, it seems likely that for stochastic dynamics, these annihilations will still
occur, but instead because the kinks will begin to behave like Brownian random walkers.
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A Separating the directions of noise near the Duffing saddle

A.1 Noisy stable direction, ¢, # 0 in D

In this case, the deterministic results for x5 still hold, and so the nth residence time %,, still
satisfies . 5
t, = =1 — 183
=y () (18)

provided that z, is known. Since we know that upon entrance we have x1 = §, we wish to
solve the Ornstein-Uhlenbeck process for z; for the transition probability density

p(x1,15]6,0). (184)
The known solution to for x1 is
2
o1, £a16,0) = N, (6e“tn, - ewn)) (185)
_ €2 _
= Ny, (51 HIA LA ﬂ(l ) 2Wz§ﬂ”)> (186)

This transition probability density is the the probability density of the exit points wy,.
Recalling the linear mapping
Znil = Qwy, + ¢, (187)

along with standard results for linear combinations of normally distributed random vari-
ables, we see that

2.2
P(zns1lza) = N (aal-“/kzx“ o5 M (1- 6—2“/%2“”)) . (188)
Finally, since t,, = —log(z,/d)/\, we have

Ae NN (ae*“t” +¢/4, g‘;—gz(l — e*Q”t")> for 6 > ¢ >,

—At —ptn @2 (1 _ p—2utn (189)
20e MN, x| ae gez(l—e ) for ¢ < e.

p(tn—&-l‘tn) ~

For long residency times with ut, > 1, which is valid for é small enough such that the
deterministic trajectories are very close to the homoclinic orbit, we can make the approx-
imation e #» ~ 0. This is formally equivalent to assuming that trajectories through D
attain a statistically steady state before leaving D. In this case, we obtain

p*(wn) = Ny <0, 26;) , (190)
o) =N (5. (191)

) e MN, e (%, g;g;) for § > ¢ > e,
P’ (tn) = ( 2.2

(192)
2Xe MN_ (0, S‘Mgz) for ¢ < e.
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In particular, E*(w,) and E*(z,) are the same as the deterministic result either under the
assumption that ut, > 1 or in the limit n — co.
Also, for e < ¢ < § < 1 we have

0o e—At (e—At o 0/5)2]
= ——————exp |55 —5— | di 193
/0 [7a2e2 ] 1o? p [ a2e2 /1152 (193)
b [T e MR- 0 gy (194)
VT2 82 )

t* — s
N aey/Ttie (195)

e/ umae? [ uh?
1 )

which matches the deterministic result for ¢ # 0, where ¢, = log(d/c)/\ is the stationary
point of the term in the second exponential, and we have employed Laplace’s method for
approximating integrals, with large parameter 62/¢2.

For ¢ <« € we have

> 2Ate M o= 20
i) = W [ o2 2/u52] dt (197)
:/o1 AW < ) [ anf;wg]d (198)

A ol (af ) (199)

2 O _g2
—=1 8 2
Aﬁ0g<aes>e ds (200)
> 2 1) 2 > 2 \/ﬁ 2
—1 - “d —1 ~— “d 201
)\ﬁog<6>e s+/0 Aﬁ0g<as>6 s (201)
lo

(%), (20)

since the second integral in (201) is just some O(1) number. This is the same result as for
noise uniformly every within D.

Figure 17 shows a comparison between a direct numerical simulation for the return
and leave probability densities p(z,) and p(w,) respectively, and their long residency time
asymptotic stationary limit for v = 0.08, 3 = 0.01, § = 0.1, € = 0.0006, « = 1 and ¢ = 0.
There is clearly a very good match. The mean of ¢, = log(d/|2,|)/A is 6.264, and the value
of its asymptotic result log(d/€)/A is 5.325.

-
“
y

A.2 Noisy unstable direction, &,, # 0 in D

In this case we have x; = de ™ and zo satisfies the unstable Ornstein-Uhlenbeck process
with transition density

2
p(x2,t|2n,0) = N, <zne)‘t, ;—)\(62/\t - 1)> (203)
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Figure 17: Left: Probability density of return points zx to D with § = 0.1 and noise strength
€ = 0.0006 acting only in the stable direction of the saddle, for parameters v = 0.08 and
B = 0.1 for a direct numerical simulation with 2250 returns to D (blue histogram) and the
long residency time asymptotic stationary distribution (191) with & = 1 and ¢ = 0 (red
line). Right: Leave points wy.

In the case of large times, A\t > 1 we get

2
p(z2,t|2n,0) ~ N (zne)‘t ;Ae”‘t) (204)

In this limit we also have w, =~ 0, and so z,+1 ~ ¢ provided that ¢ is not too small.
In order to find the exit point w, we need a distribution for the time taken for x5 to
leave D. We have by definition

9
Pty > ) = / (22, t]2n, 0) dars (205)

:/ WEXP 6226_2)inf Bz]dz (206)
ﬁMW) f(%)] (207)

where o (t)? = €2(e?M — 1)/X ~ €2e? /. Note that under the assumption that z, ~ c, the
error functions have widely different expansions in all the cases ¢ < € € §, € € ¢ < 0,
e > de ™M and ¢ > de M, due to the exponential expansion casing rapid reordering of
terms.
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Define b (t) = (§ & z,e*)/o(t). Then,

pltnlzn) = < (1= Pltn > 1) (208)
_ _;7? Wt e ] (209)
a0 e ()

+ (52 — zpeM) exp ( M) ] (210)
+ (Ge™ — zpe M) exp < M) ] (211)

Then, since w,, = de "», we have

(alzn) = = X
PR En) = 5 ton \| 7e2(1 — (wp/0)2M 13

[(5(wn/5))‘/“ + Zn(wn/fs)z\/#) exp (‘

(0(w /5 WWE+ z0)?
2( /5 2)\/,u

M _ Zn
+ ((5(71)”/5))\/# — zn(wn/é)”\/u) exp ( (2(( /(6)71/5)2)\/“) > :| . (212)

Finally, since z,+1 = aw, + ¢, we obtain the transtion density

! A3
p(Zn-i-l‘Zn) - 2M(Zn+1 — C) 7['62(1 _ ((Zn+1 — C)/O[(;)QA/M)?’
[<6<<zn+1 — JabE 4 z((mg — €)Jad)MH)

ex CAG((zng1 — 0)/ad)MH 4 2)?
p €2(1 — ((zny1 — ¢)/ad)2Mh)

+ (0((2nt1 — ©)/ad)MH — 2 (2ns1 — €) /ad)?MH)
exp <—)\(5((Zn+1 —c)/ad)MH — Zn)2> } (213)

(1 = ((znt1 — ¢)/ad)?Mm)

Note that unless A/u = 1, these distributions are not Gaussian, since for example,
p(wy, = 0|z,) = co. In general, we have A/ =1 — ey + O(€?).
We can approximately find stationary distributions by the relation

p(2) = / " (1)) ds = gt 3 p(el), (214)
=1

— 00
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where z; is some predetermined sequence of known values of the stochastic process. For
this, we can use DNS of the equations of motion to produce a sequence {z;}} for some large
n, and estimate p®.
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Figure 18: Probability density of return points z; to D with § = 0.1 and noise strength
€ = 0.0006 acting only in the unstable direction of the saddle, for parameters v = 0.08 and
B = 0.1 for a direct numerical simulation with 2250 returns to D (blue histogram) and the
long residency time asymptotic stationary distribution approximation (214) with a = 1 and
¢ =0 (red line). Right: leave points wy.

Figure 18 shows a comparison between a direct numerical simulation for the return and
leave probability densities p(z,) and p(w,) respectively, and their stationary approximations
using (214) for v = 0.08, § = 0.01, 6 = 0.1, e = 0.0006, « = 1 and ¢ = 0. Plotted also is the
Gaussian distribution for noise in the stable direction only. The leaving distribution p(wy,) is
well approximated by the result here, and is clearly non-Gaussian. The return distribution
p(zn) is more closely Gaussian, and suggests that the linear approximation 2,1 = az, + ¢
is not completely valid.
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B Stationary probability densities pa(A) for the Shilnikov
system

Bl e«oc=0

2 15 -1 0.5 0 0.5 1 15 2
¢-Cy %1072

Figure 19: Stationary probability density pa(A) of the timing map (177) for the Shilnikov
system for noise strength eo = 0. Color from blue to yellow represents low to high values.
Scale is arbitrary. White lines show regions plotted in Figures 20 and 21.

Figure 20: Stationary probability density pa(A) of the timing map (177) for the Shilnikov
system for noise strength e = 0. Color from blue to yellow represents low to high values.
Scale is arbitrary. White lines show region plotted in Figure 21.
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Figure 21: Stationary probability density pa(A) of the timing map (177) for the Shilnikov

system for noise strength e = 0. Color from blue to yellow represents low to high values.
Scale is arbitrary.
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Figure 22: Stationary probability density pa(A) of the timing map (177) for the Shilnikov

system for noise strength ec = 1078, Color from blue to yellow represents low to high
values. Scale is arbitrary. White lines show regions plotted in Figures 23 and 24.
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Figure 23: Stationary probability density pa(A) of the timing map (177) for the Shilnikov
system for noise strength ec = 1078, Color from blue to yellow represents low to high
values. Scale is arbitrary. White lines show region plotted in Figure 24.
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Figure 24: Stationary probability density pa(A) of the timing map (177) for the Shilnikov
system for noise strength ec = 1078, Color from blue to yellow represents low to high
values. Scale is arbitrary.
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Figure 25: Stationary probability density pa(A) of the timing map (177) for the Shilnikov
system for noise strength ec = 1077. Color from blue to yellow represents low to high
values. Scale is arbitrary. White lines show regions plotted in Figures 26 and 27.

Figure 26: Stationary probability density pa(A) of the timing map (177) for the Shilnikov
system for noise strength ec = 1077. Color from blue to yellow represents low to high
values. Scale is arbitrary. White lines show region plotted in Figure 27.
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Figure 27: Stationary probability density pa(A) of the timing map (177) for the Shilnikov

system for noise strength ec = 1077. Color from blue to yellow represents low to high
values. Scale is arbitrary.
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Figure 28: Stationary probability density pa(A) of the timing map (177) for the Shilnikov
system for noise strength ec = 107%. Color from blue to yellow represents low to high
values. Scale is arbitrary. White lines show regions plotted in Figures 29 and 30.
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Figure 29: Stationary probability density pa(A) of the timing map (177) for the Shilnikov
system for noise strength ec = 107%. Color from blue to yellow represents low to high
values. Scale is arbitrary. White lines show region plotted in Figure 30.
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Figure 30: Stationary probability density pa(A) of the timing map (177) for the Shilnikov
system for noise strength ec = 107%. Color from blue to yellow represents low to high
values. Scale is arbitrary.
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Figure 31: Stationary probability density pa(A) of the timing map (177) for the Shilnikov
system for noise strength ec = 107°. Color from blue to yellow represents low to high
values. Scale is arbitrary. White lines show regions plotted in Figures 32 and 33.

Figure 32: Stationary probability density pa(A) of the timing map (177) for the Shilnikov
system for noise strength ec = 107°. Color from blue to yellow represents low to high
values. Scale is arbitrary. White lines show region plotted in Figure 33.
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Figure 33: Stationary probability density pa(A) of the timing map (177) for the Shilnikov

system for noise strength ec = 107°. Color from blue to yellow represents low to high
values. Scale is arbitrary.
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Figure 34: Stationary probability density pa(A) of the timing map (177) for the Shilnikov

system for noise strength ec = 10™%. Color from blue to yellow represents low to high
values. Scale is arbitrary. White lines show regions plotted in Figures 35 and 36.
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Figure 35: Stationary probability density pa(A) of the timing map (177) for the Shilnikov
system for noise strength ec = 10™%. Color from blue to yellow represents low to high
values. Scale is arbitrary. White lines show region plotted in Figure 36.
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Figure 36: Stationary probability density pa(A) of the timing map (177) for the Shilnikov
system for noise strength ec = 10™%. Color from blue to yellow represents low to high
values. Scale is arbitrary.
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Instantons as a Means to Probe Chaotic Attractors

Andre Souza

October 15, 2015

1 Introduction

In systems with chaos one is often left bewildered on how to make sense of its dynamics.
The extreme sensitivity to initial conditions renders our quantitative predictions useless,
and yet there are often qualitative features that are robust to our ignorance. Even though
chaotic dynamics are described by deterministic procedures, its unpredictability in the long
run forces us to look at statistical quantities of interest; means, variances, correlations, or
even the distribution of the state variables.

Normally one calculates these chaotic statistics by running long simulations, a brute
force approach. Ideally one would like a faster method of obtaining statistics and, more
ambitiously, understanding the structures that lead to the observed chaotic statistics.

Lately there are programs that try to exploit small noise limits and large deviation
theory in order to provide insight into the equations of motion [4]. Here one first formulates
a stochastic version of the state equations of interest, thus recasting the problem as one
of stochastic differential equations. Fokker-Planck equations and path integrals now come
into play as tools of investigation.

The goal of this WHOI: GFD 2015 project is to examine the stochastic version of chaotic
deterministic systems in order to see whether or not the noiseless limit may be exploited to
further understand the underlying deterministic dynamics. We will look at chaotic systems
and present instanton calculations as well as their interpretation. In light of the results we
comment on the applicability of the instanton formulation to turbulent flows.

2 Background

The necessary background to understand the instanton approach requires an understand-
ing of random variables, multivariable calculus, recurrence relations, differential equations,
asymptotics, and calculus of variations. The details are technical, but absolutely neces-
sary to grasp the instanton formulation and interpretation. The excellent review article by
Grafke et al. [3] covers the basics, but we shall go over them in more detail.
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2.1 Path integrals

During the 2015 summer at the WHOI: GFD program we learned how to make sense of
stochastic differential equations with delta correlated Gaussian white noise,

= f(2) + e,

where € € R is the noise strength, by considering it as the N — oo limit of the Euler
recursion relation

X" = X"t Atf(X™H + eVALG™.

Here At = T/N, T is the “endtime”, and each G™ for n = 1,2, ..., N is a normally identically
distributed Gaussian random variable with mean zero and variance one. We think of X =
(X1, ..., XN) as the path, an element X™ as a position, and X specifically as the starting
position. Although each step of our recursion relation is a Gaussian random variable with
a mean (or drift) given by the deterministic trajectory X"~ + Atf(X"!) and variance
eV/At, the statistics of X™ are highly influenced by its history and the form of f, possibly
leading to deviations from Gaussian statistics.

For a given stochastic process we are generally interested in observables that depend in
some way on the “path” X , for example, the distribution of the position at the endtime
XN, We would like an expression for the density of X in order to more conveniently
calculate such quantities. This may be done by observing that the recursion relation is
a change of variables from Gaussian random variables G = (GY,G?,...,G"N) to the path
X = (X', X2, .., XN) given by

)

At €

The Jacobian of the transformation is a lower triangular matrix

1 ep - .
- —— fi=y
VAt !
8—Ci = E—L—ai_lf ifi—1=j
X | .. At
R 0 otherwise

from whence we can calculate the determinant as the product of the diagonals

o0

0X

1 N
det =|—=) .
<€\/ At)
We can now leverage our knowledge of Gaussian distributions and use our change of
variables calculation to give an expression for the probability density p in terms of the

path,
1N 2 N /1
p(ﬁ)dv = 6_52”:1@”) | | [ %dg"]

n=1

-

1 N ZTL7:E7L71 n— 2 N
p(G(E))dV = 3 T (E @) AT

1 n
V 27 Ate? dr ] '
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We use the lower case to denote a specific realization of the random variable. An inter-
esting feature of this reformulation is that the deterministic trajectory, given by z"*! =
2" 4+ Atf(z™) is the path that is given the most amount of weight and where the devia-
tions from determinism are penalized by an exponentially weighted factor that is inversely
proportional to the square of the noise strength €. In the small noise limit this implies that
nondeterministic paths are highly unlikely.

The path integral is the “N — o00” limit of our finite path space integral, leading to the

n| « hm]lﬁoo 9 *% fT(xff(x))2dt

where the differential element D[z(t)] has the normalization factor buried in it. The action
in the argument of the exponential is known as the Friedlen-Wentzell action and will be the
central object of concern for the calculations in this document. This will be expanded upon
later.

If we are only interested in the distribution of our path at the endtime z(7T), we may
formally obtain it by considering

p(e(T))dx(T) = lim | [ (TN g™
N 1 n,z 2
( T N [ lzﬂAtE /dl‘ ] e 262 Zn 1(I *f( )) At.

We shall see that we can sometimes get away with performing a simpler calculation but
at the cost losing the normalization factor. This formulation for the distribution at the
endtime can be directly compared to the usual Fokker-Planck evolution for the density,

density
1 N ™ —a" 1 2 N
oo L (T H

2
€
Op=—0:(fp) + Ea:m:p‘

The Fokker-Panck equation states that the evolution of the density is one that is advected
by the determistic equations of motion and diffused due to the noise, whereas the path
integral states that the distribution at the endtime comes from an exploration of all possible
paths weighted most heavily be the deterministic trajectories. These are two different but
complementary interpretations for the evolution of the density.

We will never make use of the limit definition in order to calculate the endtime density,
but it is illuminating to see what such a calculation would entail. If one attempts to calculate
the density at the endtime using the limit definition of the path integral formulation, the
following integral for the first time-step arises

00 1_,0 2 2 .1 2
[ (5 ) gt (5 )

The role of f manifests itself in this case. Although we are interested in the At — 0 limit,
nonlinearity in f may dominate the integral, changing the Gaussian statistics. Depending
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on the system of interest this may or may not be an impediment to progress for analytic
calculations. This is an explicit manifestation of how a path is dependent on its history.
Thus we are led to different ways of calculating or estimating the integral.

2.2 Large deviation theory

Traditional large deviation theory concerns itself with the probability that sums of inde-
pendent identically distributed random variables deviate from the mean by a large value.
Namely, let X', ..., X" be independent identically distributed random variables and let Sy
denote their sum. If the moment generating function M(t) = Ee!X is finite within some
neighborhood of ¢ = 0 and 0 < var(X), then for a > EX

1

NlogP(SN > Na) - —Z(a) as N — o

where Z(a) = sup, [sa — log(M(t))]. The Z(a) object is called the rate function.The log of
the moment generating function is called the cumulant generating function.

In stochastic differential equations our random variables are no longer independent since
they satisfy a Markov property; however, it is still possible that a large deviation principle
may be satisfied. We say that a density satisfies a large deviation principle if

pla) ~ oxp (- 57(0))

for some rate function Z(a) in the limit € — 0. Similar to what happens in the independent
identically distributed case the cumulant generating function may be related to the rate
function. In the ¢ — 0 limit the calculation goes as follows

By A
€% log <€:§X(T)> ~ €% log [/ da exp <2a +1In p(a))
oo €

|
— log [/_Z da exp <6>;a — elzf(a)”
~ €2 log (D exp [612 (sgp [Aa — I(@])D

= e?log(D) + sup [Aa —Z(a)]

o0

~ sup [Aa —Z(a)]

where in the first approximation we used Laplace’s method to estimate the integral and
picked up an extra constant D, and in the second approximation we assumed that €2 log(D)
goes to zero in the limit. As is usual in the case of asymptotics we expect the formula
to be very good for small but finite €, even though we formally did the calculation for
the limit. Succinctly we may say that the log of the moment generating function is the
Fenchel-Legendre Transform of the rate function.
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On the other hand we can repeat the same calculation with the path integral formulation.
In this case we have that

log (3™ =  log [ / Dle(t)] exp (612 e (T) — A[m]])]

1
~ e?log [Dl exp (2 sup [Ax(T) — A[m]])
€ a(r)

~ sup [\z(T) — Alz]]
z(t)

where Alz] = 3 fOT (& — f(x))? dt, the first approximation came from using Laplace’s method
on the functional, D; is the constant that comes from our cavalier use of path integrals and
Laplace’s method, and the last approximation comes from assuming that €2log (D7) — 0
as € = 0.

Assuming that all the approximations are valid, we may put our two calculations to-
gether to arrive at the following relation

sup [Aa — Z(a)] = sup [Az(T") — Alzx]]
a x(t)
when € — 0. Again we do not expect exact equality for non-zero epsilon but we do expect
this expression to be approximately valid.

We now further make the claim that the rate function Z is directly related to the action.
Justifying that it is the case follows under the assumptions of Friedlen-Wentzell theory, but
here we will give a heuristic argument. Suppose that both sides admit a unique minimizer
for some number ¢* and some path z*, then we have that

AMz*(T) —a*) +Z(a*) = A[z"].
Furthermore, if *(T) = a*, then
Z(a*) = Alz"].

It may be possible for this to occur if A[z*] is convex and the rate function Z(a) is convex
in which case the Fenchel-Legendre Transforms are invertible. From whence we see that it
must be the case that Z(a*) = Alz*], that is, *(T') = a*. If neither are convex then the
most we can say is that their convex envelopes are equivalent to one another.

Although here we focused on the distribution at the endtime z(7") we may choose any
other observable and follow the same procedure to get a relation between an observable
and the minimizer of an action. For example we could choose x(T)? or the average value
of the trajectory 71 fOT x(t)dt in the time interval as our observable. Regardless of the
exact choice, the rate function would be related to the minimizer of a functional subject to
a constraint.

2.3 Instantons

In the previous section we saw that the minimizers of the Friedlen-Wentzell action play a
direct role in determining the probability distribution function of a random variable under
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a large deviation assumption. We call the minimizer of this action the instanton. It has the
interpretation of being the “most likely path” of a stochastic trajectory conditioned on the
starting and ending value.

Although a given realization of a stochastic process bears no resemblance to the instan-
ton, it is still the most likely path in the following sense: If one generates a large ensemble
of stochastic trajectories and filters out all the ones that reach within an epsilon window of
the target value of an observable (for example all trajectories such that z(T') € [a — €, a + €]
for some number a and positive number epsilon), then the instanton trajectory corresponds
to the locations in space (for each time) in which the most number of trajectories pass
through. Said differently, we divide up space and time into a bunch of little squares and
we tally the number of times a square has a trajectory that passes through it. The squares
with the most number of tallies is the instanton trajectory, the most likely path.

However we do not (in this document) use this stochastic formulation to calculate in-
stantons, rather, we concentrate purely on finding the infimum of the Friedlen-Wentzell
action. To find the infimum of the functional we employ calculus of variations machinery.
Although setting a derivative equal to zero only yields a local minimizer, it is often the
only way we can make progress in obtaining potential global minimizers. We will impose
constraints into the minimization procedure, things like demanding that the final value of
our trajectory attains a certain value or perhaps the average value. Both the Lagrangian
and Hamiltonian formulations have their uses and in this document we will employ both.

We will now concentrate our efforts on determining trajectories that minimize the action

LT 2
Al =5 [l f@)at
0

subject to x(0) = @ and x(T') = b, where z : R — R"™, f : R® — R", and || - || is the usual
Euclidean norm. This is the multidimensional form of the action in the path integral that
was derived in the last section. It is straightforward albeit somewhat tedious to arrive at
this expression from first principles.

As per usual we try to minimize our actions by calculating derivatives and setting it
equal to zero. Variations of the action A with respect to the path z yield

% = G @)~ VAT - f(2)

dt
— i+ (Vf = [VAT) i+ [V f(z).

Upon setting the variation equal to zero we derive the Lagrangian form of the equations

= (V= [VA") &+ [V f(2).

A solution to this set of equations with the given boundary conditions is our instanton. We
have not yet mentioned how to solve such an equation, but this will come shortly.
We may also solve the Hamiltonian form of the equations of motion

T=f+p
p=—[V"p.
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These will be what we will refer to as the instanton equations. The conjugate momenta p
can be thought of as the necessary stochastic forcing to drive the state variables away from
deterministic trajectories. Note that p = 0 corresponds to the deterministic trajectory.

The Hamiltonian form of the equations can be thought of as directly coming from the
action

T
Ble.pl = [ (i = f(@) = ol

Going from the A action to the B action is called the Hubbard-Stratonovich transformation.
This can be derived directly from the path integral representation. The one dimensional
equivalent of this transformation is the identity

1 /00 _%y2d 1 Ood /ood _%xQ_ny
— e = — e .
V 27T — 00 y 27T —0oQ y —o

If we want to build in constraints we can introduce Lagrange multipliers to again reduce
the problem to one of unconstrained optimization. For example, suppose that we would like
to enforce the endpoint condition that x(7") = b. Although we typically set up the calculus
of variations problem with this kind of constraint built in, we can also think of it in terms

of finding the critical points of the augmented actions

AN z] = -\ z(T) — b) + Alx]
B[\, z,p] = —(\,z(T) — b) + B[z, p)

For our purposes here we will concentrate on the latter action. If one performs the usual
calculation! on this object one sees that the conjugate momenta come equipped with an
endpoint condition of the from p(7") = —\. This may be derived several ways. One way
is to consider variations of x and p that don’t vanish at the endpoints in which case, for
integration by parts to hold, it must be that p(7') = —A. The conjugate momenta equations
(as we shall see) are naturally evolved backwards, thus letting us avoid the awkwardness
associated with solving boundary value problem via a shooting method or higher order
method such as Newton-Kantorovich iteration.

Suppose that we, instead would like to consider a constraint on the average value of our
state. Then the augmented actions look like

A 2] = —A (; /OTx(t)dt _ b> + Ala]

1 /T
B[\, x,p] = =\ (T/ x(t)dt — b> + Bz, p).
0
From whence the Hamiltonian form of the instanton equations get modified to
r=f+p

. A
p=—[Vf] p= T

!Calculating the derivative by considering variations of trajectories and using integration by parts when
necessary.
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Hence we see that constraints on the state variables manifest themselves as conditions on
the conjugate momenta. Here p(T') = 0 at the endtime is the natural boundary condition.
This natural boundary condition can be derived in two ways. The first is by requiring
integration by parts to hold and treating the endpoint variations as nonvanishing. The
other derivation assumes that the endpoint variations vanish and then maximizes over all
endpoint conditions for p. In the case that we are enforcing a bulk integral constraint we
add an inhomogenous term to the p equation and in the case of an endpoint condition we
gain endpoint conditions for p.

In the sections that follow we will show how to use the instanton equations to solve for
the probability densities of observables. Finally, we comment that is not necessarily the
case that the instanton equations offer a unique solution. With multiple solutions to choose
from we must pick out the one that minimizes the action as corresponding to the “true”
instanton.

2.4 Example 1: Brownian motion

We will now put together all the theory and perform a few calculations. The simplest one
is finding the probability distribution of Brownian motion in one dimension. Specifically
the system that we will be looking at is

T =€

where £ is delta correlated Gaussian white noise and € # 0 is our “noise strength”. Our
observable of interest will be z(T'), the distribution of x at the final time 7.
We can readily obtain this distribution by solving The Fokker-Planck equation

62

We will assume that the trajectory starts at x(0) = 0, meaning that the initial density is
p(b,0) = §(b). Given this initial condition the probability distribution for a later time 7 is
calculated to be

We will now arrive at the same probability distribution via the instanton approach.
First note that the probability distribution for the position at the final time satisfies a large
deviation principle. Furthermore, Laplace’s method is exact for Gaussian distributions,
hence we expect the instanton approach to yield very good answers.

Given that our observable is the trajectory at the final time x(7") = b the Hamiltonian
form of the instanton equations are
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with 2(0) =0, p(T') = —\, and z(T") = b, which can be readily solved to yield

2 (1) = — At
pr(t) = —A
b

A=

To solve this system of equations we do not necessarily need to specify where the trajectory
ends up beforehand (the z(7T") = b condition). Indeed if we specified A at the outset, this
would have implicitly defined an endpoint x(7"). The Lagrange multiplier A implicitly en-
forces this constraint. In nonlinear systems a choice of A will often not lead to a unique final
value for x(T'), but for nondegenerate linear systems we expect uniqueness. Furthermore,
we expect that for a given final value there always exists a A such that x(7") = b for an
arbitrary b. Heuristically, this comes from the fact that we can imagine noise driving our
system to any point in phase space. This is not true if there are regions where the noise is
Zero.

The solution z*(t) = %t is the instanton for the Brownian motion system and it also
happens to be the global minimizer of the action. It says that the most likely path of an
observable that starts at £(0) = 0 and reaches z(T') = b is a straight line. Again, this does
not mean that a Langevin trajectory will look like this, but rather that an ensemble of
paths pass through this straight line with more likelihood than other points in spacetime.
Now that we have our instanton we can calculate the probability distribution via the large
deviation assumption

p(b,T) ~ exp <—21€2A{m*]>

b2
= oxp (‘m)

which is proportional to the exact probability distribution obtained from the Fokker-Planck
equation. The reason that the normalization factor is lost is a consequence of the path
integral formulation and Laplace’s method. Recapitulating, we have solved a continuum of
ODE’s to arrive at the same density as the solution to the Fokker-Planck PDE.

We chose our observable to be the state of the system at the final time, but there is no
reason why we cannot consider different objects, for example the average value of the path
+ f(;f xz(t)dt, or even the square of the state at the final time 1z(T)2. The former presents
no difficulties, but the latter brings up some interesting issues. There the final condition
of pis p(T) = —Ax(T) and when one solves the equations one see that A\ = —7~1, it is
independent of b. Furthermore the instanton is exactly the same as was the case for the
observable at the final value case. First of all this cannot be correct because x(T)? cannot
take negative values, thus these equations can break down and it pays to be wary of their
limit.

2.5 Example 2: Ornstein-Uhlenbeck process

A slightly more complicated example of using the instanton equations to obtain the proba-
bility distribution comes from examining Ornstein-Uhlenbeck processes. We will repeat the
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same calculation as the previous section for this system. The stochastic ode is of the form
T =—yr+€

where £ is again taken to be Gaussian delta correlated white noise and v > 0. The Fokker-
Planck equation in this case is
2
Orp = =70y (xp) + gaxzp

whose solution for p(b,0) = d(b— a) is

b—ae "t 2
plb:t) = \/Wz(lj-z)Xp (‘Zz [(1_2)D :

Again a large deviation principle is satisfied, and the solution is a Gaussian, hence we expect
that the instanton equation will yield the exact answer in this case. Choosing our observable
to z(T) we get the instanton equations

T=—yr+p
p="p

with z(0) = a, p(T') = —A, and x(T") = b. The solution to these equations are

A

_ —~T _
z(t) =ae " —e7 > (e —e )
p(t) = —xe?t=1)

b=ae T - 2)’\y (1 — e_QVT)

Plugging the instanton into to the action yields

p(0.7) ~ xp (515 4]
I
= exp <—262/0 p(t) dt)
(-3 [ =)
P\ Te e | )0
Again we see that we get the same result as before, but without the normalization factor.

2.6 Numerically solving the instanton equations

Although there are more cases that can be handled analytically for more complicated sys-
tems we must fall back on computing the solutions numerically. To do so we find the
Hamiltonian formulation the easiest “deterministic” way to compute the instantons. In the
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multidimensional setting the equations of motion for the distribution of a state variable at
the endtime is

&= f(z)+p
p=—[Vf'p

with boundary conditions x(0) = a, p(T) = A, z(T) = b. If our interest is in, let’s say, just
the ¢'th component of the vector z;, then A\; = 0 for j # 4. This is equivalent to computing
the probability distribution of x; with all the other variables integrated out. The adjoint
operator —[V f]T may be calculated by hand.

The algorithm to solve the instanton equations goes as follows:

1. Given the conjugate momenta p(™ evolve the state equation equation forward in time
using the initial condition z(0) = a to generate a new state (.

2. Evolve the adjoint equation backwards using p(T') = —X and #(™ to generate a new
momenta p(™).

3. Update x and p via

2D = (1 = 5)2™ + sz

for some s € (0, 1]. This is the relaxation step.
4. Repeat until both x and p stop changing.

To initialize the procedure one may take p(® = 0 for small A. Once small \ solutions
are calculated one may proceed to the large A case by numerically continuing, using the
p solution from the smaller A\ as an initial guess for the higher A. The case s = 1 in
the algorithm corresponds to a fixed point iteration and s € (0,1) may be though of as
a relaxation type procedure. One may attempt to choose s such that the residual of the
equations are lower at each iteration. There is no guarantee that the algorithm will converge,
but it has been seen to work for a lot of cases considered for this work. It has however, also
failed. Numerically this would correspond to the new search direction given by z(™ — ()
as being inadequate, leading to s — 0 as n gets larger.

To evolve the equations forward in time is a problem of numerical integration, of which
there are a large variety of choices; however, one must be careful in choosing a method.
Since both the instanton and the momenta must be known at each point in time to solve
the equations of motion, using a Runge-Kutta scheme necessitates the use of interpolation
to get intermediate values. This added complexity is why we opted for the simpler multi-
step schemes. Heun’s method, followed by third order Adam’s Bashforth is a perfectly
adequate globally third order scheme. Furthermore one must be careful in starting the time
integration scheme. There is no point in using a higher order scheme if the first few time
steps don’t have the same local order as the global order. Hence why we start off with two
steps of Heun’s method and then use Third Order Adam’s Bashforth on the rest.

But how does one verify that one indeed has the solution to the instanton equations?
Doing one fixed point iteration and checking that the answer has not changed is one method.
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A method that corresponds to checking how close our discrete numerical solution is to the
continuum is to check to see that the Hamiltonian is conserved at each point in time. This
is a completely separate check than the one to verify that the discrete equation are satisfied.
Although the continuous system has a Hamiltonian that is conserved at each point in time,
the discrete system need not conserve the discrete Hamiltonian. Generally the Hamiltonian
will not be conserved, but will have slight variations in it that get smaller as one decreases
the time-step. It is very important to check to see that the answer does not change as At
gets smaller.

For systems with a large number of state variables memory requirements start to be
a rate limiting factor. Depending on the choice of noise one can reduce the requirements
by only storing a few states of p and setting the rest to zero. Thus the only thing that
needs to be stored is the state at the beginning time, and the value of p at all times. This
is the algorithm that has been developed by Grafke et al. [3]. However, there is a third
option that eliminates the need of storing = and p at all points in time. Here one uses
both the Lagrangian and Hamiltonian formulation. In this document this method was not
implemented, but was developed just in case it was necessary. The checkpointing method
cannot be used on the Hamiltonian form of the instanton equations, but using both the
Hamiltonian and the Lagrangian formulation, one may employ the checkpoint method from
optimal control theory.

There are other algorithms that could be used as well: for example second order methods
(Newton-Kantorovich iteration), a spectral discretization, Heun’s method, etc. This is in
addition to the direct method, which is done by running the stochastic system directly. We
opted for the simplest (and most standard) method to solve the equations. Although we
did run into difficulty with this simple method, we do not think that this is a consequence
of the method, as will be explained later.

3 Instantons in Chaotic Systems

All the examples that we have talked about so far have been for linear systems that satisfy a
large deviation principle. We would now like to carry this program into the nonlinear regime.
We have seen that instantons can tell us about deviations from deterministic dynamics, but
can it tell us anything about a chaotic attractor itself? The initial motivation for this project
was a paper by Grafke et al. in which they calculated the probability distribution for the
velocity gradient in Burger’s turbulence [4]. In that work the initial condition was taken
to be the origin and the final time T was taken to be infinity. At the end they were able
to show excellent agreement with the calculated probability distribution via the instanton
approach and the one obtained from Monte Carlo simulations of the stochastic system. The
authors then conjectured that the instanton approach should be a viable approach towards
the study of the Navier-Stokes equation.

One of the important things to note is that the deterministic dynamics of Burger’s
equation has no chaos. What is known as Burger’s Turbulence is the stochastically forced
Burger’s equation. Furthermore Burger’s equation is integrable via the Cole-Hopf transfor-
mation in which it can be related to the heat equation. This by no means says that the
stochastically forced Burger’s equation is similar to the stochastically forced heat equation,
but rather says that the underlying deterministic dynamics are non-chaotic.
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This observation prompts one to look at the use of instantons in chaotic systems, in
hopes of calculating similar objects. In Navier-Stokes the dream would be to calculate
the probability distribution of the dissipation ||Vi]|? on the chaotic attractor or perhaps
of a component of the velocity field @ at a choice point in space. There is an important
caveat here. The probability distribution is constructed from a histogram of the signal
d(t) = ||Vi||? in the long time limit. This is a deterministic object, completely independent
of noise but hopefully related to the noiseless limit of a stochastic forced Navier-Stokes
system. Hence again we want to understand objects in the noiseless limit, exactly where
the large deviation theory and instanton approach shines the most.

Just because we would like to understand objects in the noiseless limit does not mean
that the instanton is a viable method to understand the invariant measure. The main issue
here is that the invariant measure comes from a long time limit. It is not necessarily the case
that the erightarrow( and T — oo limits commute. This is relevant because the instanton
equations make use of the ¢ — 0 limit first.

On the other hand adding noise to the system allows one to explore the entirety of state
space in a finite amount of time via sufficiently large noises. Since deviations away from
deterministic dynamics cost more noise it may be the case that one can explore the invariant
measure. Said differently perhaps the noise makes it easier to access regions of state space
corresponding to the invariant set while penalizing deviations away from the invariant set.
We would want the end result to be independent of what starting point we chose on the
attractor and ideally we would like like to take a long time limit. Unfortunately as we will
see and explain (later), both will be impossible on a chaotic attractor.

However, there is another feature of instantons that make it an interesting tool to use on
chaotic systems: its ability to find “most likely” paths from one point to another. Although
typically this is done in the context of transitions from one stable point to another in systems
that admit a potential function for the forcing term, it may be possible for the instanton
to find “minimal paths” from one exceptional state of the system to another: for example
transitions from one unstable fixed point to another. If this is applicable in simple chaotic
systems it may be the case that new fixed points (coherent structures) may be discovered
in Navier-Stokes equation using the instanton approach.

3.1 Lorenz

The first chaotic system that we will look at are the celebrated Lorenz equations,

Tt =o(—z+vy)
y=—-y+(r—zz
z=—bz+ zy,

where o € (0,00),r € (0,00) and b € (0,4) [6]. The canonical parameter values for the
chaotic regime are (o,7,b) = (10,28,%). These equations are a prototypical model of
continuous time dynamical systems that exhibit chaos. They were originally derived as a
truncation of Rayleigh’s problem, which is itself a model of thermal convection [5].

Figure 1 shows the trajectory in phase space for a typical initial condition on the at-
tractor. Here one can see the delicate spirals and and low dimensionality of the attracting
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Lorenz Attractor

z Axis

Figure 1: The phase plot of the Lorenz attractor at r = 28, ¢ = 10, and b = 8/3. The
colors indicate the relative speed of a particle on the trajectory, where red is “fast” and
blue is “slow”.

set?. The holes in the wings are where the fixed points of the systems are located and the
colors represent the relative speed on the attractor where red is fast and blue is slow.

There are several reasons why the Lorenz equations are an attractive testing ground
for the instanton approach. One is that the deterministic dynamics remain bounded for all
time. Secondly the Lorenz equations exhibit chaos, and this is exactly the regime in which
we would like to test some of the instanton ideas. Third there are well defined quantities of
interest that we would like to understand. The observable that we will concentrate on here
is the long time average of the state variables, for example

1 [T
(ry) = limsup — / Tydt
T 0

T—o0

= b(z)

where the last line come from integrating the z equation for a long time, making use of the
fact that the system is bounded for all time. The long time correlation of the z and y state
variables are related to “heat transport” (the Nusselt number) in Rayleigh’s original model.

2Using periodic orbit theory Viswanath estimated the Hausdorff dimension of the set to be approximately
2.06 [8]
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probability density

Figure 2: Histogram of Lorenz state variable z on the chaotic attractor for parameter
values r = 28, 0 = 10, and b = 8/3.

This quantity has gained some recent attention where one can prove upper bounds in both
the deterministic case and as well as the noisy case [7] [1].

In figure 2 the histogram of z(t) on the chaotic attractor is shown. The average value
of z for parameter values (r,0,b) appears to be about z(t) ~ 23.5 & 0.1. One can see that
this distribution has compact support (as it must be since z is bounded on the attractor),
is highly non-Gaussian, and is strictly positive. If one refines the partition of bins it seems
that the distribution becomes more and more complex, leading to the conjecture that it is
probably fractal.

One expects that this distribution is related to the Lorenz system with a small amount
of noise in the steady state limit. For any amount of noise (however small), we also expect
that the distribution of z becomes infinitely smooth and extends to +oo (in contrast to
our compact support for the noiseless case). This conjecture is supported by numerical
evidence by B. Marston et al. in an unpublished (as of October 2015) work. In that study
the steady state Fokker-Planck equation for the Lorenz system was solved numerically and
then directly compared to the long time statistics, albeit for different parameter values than
the canonical ones. Very good agreement was found for a range of “small” noise strength
values.

One of our goals with the instanton formulation is to check whether or not it is possible
to replicate some features of the histogram in 2. For example we would like to test whether
or not the instanton equations are able to pick out the mean value, higher order statistics
such as the variance, or in what way the compact support of the distribution manifests
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itself. We know that the instanton equations keep track of a single trajectory and tells
us deviations away from the determinism whereas the statistics of a chaotic trajectory
only manifest themselves in the infinite time limit. Solving the instanton equations in the
infinite time limit for a point that starts off on the chaotic attractor is not feasible, but
it is possible to solve a finite time computation. Thus we will check these questions for
finite time intervals. Since noise allows one to explore all of phase space in a finite amount
of time? and typically don’t have distributions with compact support, one may wonder if
adding noise accelerates convergence to steady state distribution. Said differently perhaps
noise lets one peek farther into the future than the deterministic equations.
To this end we will obtain the instanton equations

T=x+p
. T
p=—[Vf]I'p
for the stochastic Lorenz system with isotropic Gaussian white noise
i=o(-z+y)+e
y=—y+(r—z)z+e
z=—bz+ 2y + €3.

To get the instanton equations we must first calculate V f, which is

—0 o 0

Vfi=|r—z -1 —=x

LY x —b
=
[0 —(r—2) —y
— VAT = | -0 1 —x

From this we obtain the following set of coupled nonlinear differential equations,

t=o0(—x+y)+Dps
y=—y+(r—2z)z+p,
Z=—bz+2ay+p.
Pz = 0Pz — Py(r — 2) — P2y
py =Py — O0Px — P2T
D = bp; + pyx.
As was stated previously the p,(t) = p,(t) = p.(t) = 0 at each time ¢ case corresponds to

the deterministic evolution. The end condition here is naturally p,(T) = p,(T) = p.(T') = 0.
There is one nontrivial stochastic solution? that we can determine exactly from these set

3This is a consequence of distributions coming from stochastic ode’s with Gaussian white noise.
4We can also calculate the fixed points of the deterministic system, but this is not a solution that has
nonzero values for the conjugate momenta.
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of equations which corresponds to the initial condition z(0) = y(0) = po(T) = py(T) =0
and z(0) = a and p,(T) = b. These final conditions correspond to choosing z(t) as the
observable of interest. The solution is an Ornstein-Uhlenbeck process along the z-axis with
z = 0 being the “stable point”. Experience tells us that this cannot be the solution that we
are looking for though. Since we added isotropic Gaussian white noise we expect probability
to leak from the sides and get wrapped up in the attractor for any finite amount of time.

This brings us to our first departure from the examples that were considered earlier:
we expect multiple solutions to the instanton equations. Given that we are dealing with
nonlinear equations this is perhaps not unexpected, but it is surprising since there is no
mention of it in the literature. An example of this phenomena is summarized by the phase
space plot in 3. Here the initial condition was taken to be the origin and the final condition®
for the conjugate momenta was taken to be p,(T') = py(T') = 0 and p,(T") = X. The figure
displays three solutions corresponding to the same final condition for z. The red straight
line is the Ornstein-Uhlenbeck process solution, while the blue and green curves are two
alternative solutions that achieve the same final value of z. The dots in the figure represent
the fixed points of the Lorenz attractor.

One can see from the figure that the blue and green solutions seem to be converging
to the unstable fixed points of the attractor. Both of the solutions taken together wrap
around the outside of the attractor and appear to be related to the heteroclinic connections
between the origin and the fixed points. The oscillatory nature of the convergence to the
fixed point made taking the long time limit numerically intractable. Furthermore solutions
for larger as well as smaller values of |A| were found to be very difficult to compute given the
procedure outlined in section 2.6, thus the rate function corresponding to these solutions
were not computed. However, given that the infinite time limit seems to be evolving towards
the fixed point one would not expect the corresponding probability distribution to resemble
that of Figure 2.

To calculate the different numerical solutions one had to generate different initial guesses
for the starting conjugate momenta p,,p,,p.. For the Ornstein-Uhlenbeck process it was
sufficient to choose p,(t) = py(t) = p.(t) = 0 as the initial guess and use the procedure
described in Section 2.6. For the other two solutions we used a numerical continuation
procedure. First the problem with the final condition p,(T") = py(T) = ¢ and p.(T) = A
was solved for a small § (again using the zero solution for p as an initial guess) and then
this solution was fed into the algorithm as the starting guess for the solution to the p,(T") =
py(T) = 0 and p,(T') = A boundary conditions. Attempts were made to find more solutions,
but none were found.

So far we have only talked about an initial condition that starts on the origin, which
also happens to be a fixed point for the Lorenz system. We also looked at other initial
values, for example

1. random points on the chaotic attractor,

®Since in the figure we chose a fixed final z(t) this means that A was different depending on which solution
was being computed, the green and the blue curves had the same A ~ 10~° while the red line had a much
higher A chosen so that the final value of z was the same. We could have chosen the same boundary condition
X~ 1075 for the red curve but this would not appear on the graph since it would be absorbed in the red
dot.
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Instanton trajectories

Z Axis

20 ~20

y pxis

Figure 3: Multiple solutions for Lorenz system instanton trajectories with an initial condi-
tion starting at the origin. The blue and green curves appear to be related to heteroclinic
connection from the origin (the red dot) to the two fixed points (blue and green dots). The
red line is the Ornstein-Uhlenbeck solution to the Lorenz instanton equations corresponding
to the same final value of z as the green and blue curves.
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Figure 4: Cost versus final value of z for an initial condition on the attractor and time
T = 1.5. The observable is taken to be z at the final time.

2. initial condition leading to a periodic orbit,
3. and other fixed points.

for different time periods. In all cases it was found that calculating trajectories for long time
periods was not possible due to extreme ill-conditioning. However, modest values for time
T =~ 5 were possible to compute, but finding the global minimum tended to be a challenge.

A representative result is summarized by figure 4. This shows the value of the action
for an initial point on the attractor with a time T = 1.5. Here the observable was the
final value of z. The minimum of the action is 0, which corresponds to the deterministic
trajectory. Each dot is a different instanton solution. The solutions were obtained by
starting with the deterministic trajectory A = 0 and numerically continuing to higher A.
Attempts were made to go further but a few numerical issues prevented this. One can see
that the quadratic behavior of the left and the right are different. Numerically continuing
to smaller values of z(T') were not a problem but when attempting to continue to higher
values one starting finding different branches of solutions corresponding to the same final
value for the conjugate momenta.

Similar computations were performed for a variety of different initial points, time peri-
ods, and observables, but all of them had the same parabolic structure. This means that
all probability densities that were computed were essentially similar to Gaussian distribu-
tions and had a dependence on €. This is in stark contrast to Figure 2 where there is no €
dependence. However it was observed that larger times required smaller values of cost to
reach a larger final value of z. Hence it is suspected in the infinite time limit the cost for
reaching any point of the attractor goes to zero.

Furthermore no hint to the compact support of the distribution was found, that is to
say, the probability density computed from instanton solutions did not decay faster for
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trajectories outside of the attractor. In light of these results it does not seem that we can
interpret the instanton calculations as telling us more than the probability of deviating
away from determinism. However, the calculation represented in Figure 3 gives hope of the
instanton formulation being used to calculate both heteroclinic connections and perhaps
being used to find unsteady fixed points.

3.2 Kuramoto-Sivashinsky

The second chaotic system that we will examine in this document is the Kuramoto-Sivashinksy
equations KS equations)

Ot + Oppzztt + Opptt + udzu =0

which is periodic € [0,']. This system is a hallmark of spatio-temporal chaos, and its
dynamics are essentially confined to a finite dimensional dynamical system, even though it
is ostensibly an infinite dimensional system. The O..2: term introduces dissipation into the
system while the J,, injects energy and in the long time limit these terms balance. The
advective term transfers energy from the injective scale to the dissipative scale, guaranteeing
that the solutions remain bounded. In this system the aspect ratio I' serves as a measure
of the possible complexity of the flow, where larger I implies more complexity.

The interpretation of the fourth and second derivative terms is most easily seen by
multiplying the KS equations by w, integrating over space, and making use of periodicity

to arrive at
1 r r r
8,5/ ulda :/ (9pu)? dz —/ (Dpgu)? dez.
2 " Jo 0 0

In the long time limit, since u is bounded, we have a balance between the average rate of
injection and average rate of dissipation

1 T N 1 T T
lim sup — / / (&mu)2 dxdt = lim sup — / / (&EU)2 dxdt.
T 1 Jo Jo T—0o 1'Jo Jo

The advective term interpretation may be seen by taking the spatial Fourier transform of
the equations to get

Oyitn + (K — k)i, + ubpu, = 0,

where k, = nz% The advective term is a convolution in Fourier space, meaning that each
Fourier mode is intimately coupled to one another. Furthermore in this formulation it is
much easier to see why I' is a measure of the complexity. If one looks at the k* — k2 term
one can see that larger I' allows more modes to be excited by the k2 term.

We will be applying the instanton formalism to the KS equations and look at many of
the same things that were done for the Lorenz equations. Before embarking on this journey
we will take a brief moment to discuss what it means to add noise to a PDE and what
kind of information we would like to extract. In the ODE case when we add noise to the
system we wanted to understand the probability distribution of the state at each point in
time. To this end a Fokker-Plank equation or Path Integral was employed to calculate such
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a quantity. Since PDE’s can be thought of as infinite dimensional ODE’s it seems that the
Fokker-Plank approach is out of the question since it would be a PDE with infinitely many
“spatial” derivatives. This does not mean that the problem is completely intractable. If we
add noise to a PDE we can still ask questions such as “What is the probability distribution
of u at the origin?” or “What is the probability distribution of the first Fourier mode u;7”.
In contrast to the ODE case in PDEs one must be very careful how noise is added to the
system.

This is perhaps easiest to understand if we look at the KS equations in the Fourier mode
representation. We cannot add uniform Gaussian white noise to each Fourier mode. The
heuristic reasoning for this is that all scales will be excited by uniform Gaussian white noise,
thus the connection with the deterministic equation is lost. The“energy” in some sense will
be infinite. The typical way around this is to consider spatially correlated noise and leave
it white in time. In Fourier space the equations of motion for the noisy KS equations could
be chosen to be as follows

Ot + (kL — k2)in + udptty, = ewnén

where &, is white noise in time. The w, term is chosen so that the mean frequency is
not excited and the decay term is chosen so that the smallest amplitudes are not “overly
excited” by the noise.

We may go through the same path integral discretization procedure as before to arrive
at the Friedlen-Wentzell action

Afu] =) [(wn)—2 /OT (atan + (k) — k2 + zfax\un)z dt}

n

T
_ / 0t |07t + Dt + Dyt + uyu]
0

where the |- ||, norm is the norm associated with the first line and x denotes the spatial cor-
relation. Note that the higher Fourier modes have a much higher stochastic cost associated
with them. The n = 0 mode will be taken to be zero throughout this work.

The instanton equations for Kuramoto-Sivashinsky are

Ot + Opgpat + Opgtt + U0y = X % P
_8tp + aacmzmp + 8a:xp - uaxp =0
where  * p is a convolution of the conjugate momenta p with the spatial correlation y. We
may formally obtain it by simply observing that the operator that governs the backwards
evolution for p will always be the adjoint operator and that the stochastic forcing term is

modified by the correlation function. If we wish to consider averaged quantities, i.e. the
average let’s say, energy of the system

1 T L )

183



the the instanton equations get modified as before with an inhomogenous term for the
conjugate momenta p. In Fourier space the instanton equations are

Oyliy, + (kq%, - k%)an + @Ln = (wn)zpn
_atﬁn + (k?z - k‘%)ﬁn - @n =0

Here the aspect ratio I' is taken to be 22. At this aspect ratio it suffices to have N = 128
modes to represent the flow in the chaotic regime.

Many of the difficulties and insights from the Lorenz system carried over to the KS
equations. Again it was found that taking the long time limit was intractable and lead to
problems with convergence. Furthermore it seems that they can only tell us about deviations
away from determinism. A sample result is displayed in Figure 5. Here the KS instanton
equations® were taken from two initial conditions: the one on the left was from the initial
condition v = 0 while the one on the right is a random initial point on the attractor. The
horizontal axis is space, the vertical axis is time, and the colors represent whether or not the
flow field is positive or negative. The final state of the evolution from zero is distinct from
the evolution on the chaotic attractor and has a much simpler evolution. This calculation
shows that the initial condition plays a huge role in the evolution.

A hypothesis that has not been tested yet is to check whether or not the instanton
equations may be used to easily calculate unstable fixed points of the system. If this
is possible the instanton equations offer an exciting alternative to the usual methods for
calculating fixed points for PDEs that allow for convergence from much farther away than
usual since it is related to a gradient ascent type of procedure. This will be tested in future
work.

3.3 Generic insights and speculation

Many of the numerical difficulties are perhaps insurmountable in this project. The instanton
equations are inherently nonlinear boundary value problem in the case that f is a nonlinear
function. Although in previous studies one was able to take the long time limit, in the case
of trajectories on a chaotic attractor this not possible. Typically one expects that chaotic
trajectories are not entire functions (in the complex variable sense) of time, meaning that
a rescaling of time would not ameliorate any problems. The extreme sensitivity to initial
conditions renders the last state of a time integration meaningless in the long time limit.
This manifests itself numerically as an ill-conditioning of the boundary value problem. For
longer times things get exponentially worse, eventually rendering any amount of careful
integration meaningless.

Another problem arose as well. The Lagrange multiplier A became increasingly smaller
as time got larger to reach the same point in state space. The heuristic reason for this goes
as follows: In the long time limit there are many ways for a trajectory to get on one point
of the attractor to another. The extreme sensitivity to initial conditions allows one to jump

5The spatial correlation was chosen to be x, = kne*kf21 and the observable was chosen to be the value
of the velocity field at the origin. In Fourier space this means that A, = 1 for all conjugate momenta final
conditions.
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Figure 5: A contour plot of the instanton trajectories for the KS equations. The horizontal
axis is the physical spatial coordinate, x, and the vertical axis is time. The color represents
the value of the instanton solution u. In both cases the observable at the final time is taken
to be 9.,u(0,0) but the initial condition for the left is starting from the origin and the
initial condition on the right starts from a point on the chaotic attractor.

onto a deterministic trajectory that gets to the endpoint just as easy. The longer the time
we wait the more candidates there are for reaching a given final state, all of which may look
completely different.

This same “problem” may also explain what leads to multiple solutions in the instanton
equations. One way of organizing the framework is by thinking of things in the context
of periodic orbit theory. For Lorenz the smallest period is of the order T" =~ 1.6 and, as
time increases, exponentially more periodic orbits come into existence. Each are embedded
within the attractor and offer a viable candidate to get from one point in state space to
another for a given A\. Hence as time grows we expect more and more solutions to the
instanton equations. Once one has multiple solutions pruning which ones matter and which
ones don’t becomes more of an art and increasingly less quantitative. The infimum becomes
essentially hopeless to calculate and unless one already knows the answer, it is relegated
merely to a matter of guesswork. There could always be some solution lurking out in
function space that is missed.

As we saw for the Lorenz example, three solutions to the instanton equations could be
calculated for the initial condition that started at the origin. No solutions seemed to sweep
itself up into the attractor, meaning that a lot of solutions could have been possibly missed.
This poses a danger when trying to calculate the probability distribution at the end since
the global infimum is the only critical point that matters in the ¢ — 0 limit.

Normally the instanton equations are calculated in the long time limit. If the instanton
trajectory is simple then such a calculation can be rendered tractable. However, if the
evolution has, for example, oscillations towards a final state then such a limit may be
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rendered computationally infeasible. There are perhaps ways to get around this difficulty
for particular systems, but these infinite horizon problems can be notoriously difficult to
deal with.

There is an additional numerical issue that arose in attempting to solve the instanton
equations. If the deterministic dynamics of the system allow for solution to blow up, so do
the instanton equations. Such a scenario occurs with the Rossler system. Even though the
Rossler system has a chaotic attractor (for the right choice of parameters) this does little
good if enough noise can knock a trajectory off of the attractor and into a “blow up region”
where all solutions quickly run away. This will manifest itself in the instanton equations by
choosing a large enough end condition (A in this document). This is not necessarily a bad
feature if we would like to probe whether or not a system, i.e. Navier-Stokes, does exhibit
blow up.

With regards to the applicability of the instanton formulation to Navier-Stokes, it seems
likely that it may be able to find new fixed points as long as there are heteroclinic connec-
tions between the fixed points and the initial condition. If the initial condition is chosen
“poorly” it may result in one being on the chaotic attractor which would lead to hopeless
numerical difficulties. It seems, however, extremely unlikely that one could calculate the tail
ends of probability distributions in turbulence given this method. As we saw with Lorenz
and Kuramoto-Sivashinsky the tale end of the distribution is completely unrelated to the
instanton equations. As long as the deterministic dynamics is dominant, as it seems to be
the case in the turbulent regime, the role of noise is secondary and cannot be exploited in
the context of instantons.

It is possible that the inability of the instanton equations to capture the distribution
associated with the chaotic regime comes from an incompatibility between the T' — oo and
€ — 0 limits. If one solves the steady state Fokker-Plank equation what one is doing is
calculating T — oo first for a fixed €. One can then study € — 0 limit of the distribution.
It is this order that the limits must be taken in order to have a correspondence with the
chaotic attractor. With the instanton equations one focuses on the ¢ — 0 limit first and
then takes the T' — oo limit afterwards. Hence it seems like the instanton equations are
fundamentally incompatible with calculating chaotic properties. This observation has been
pointed out before [2].

4 Summary and Conclusions

The instanton equations come from the minimization of an action occurring in the path
integral. Under a large deviation assumption they allow one to calculate the tail of proba-
bility distributions and even obtain the most likely trajectories that lead to such an extreme
state. Although instantons can say a lot about deviations away from determinism this does
little good if the deterministic part is the majority of the information as is the case with
chaos.

The instanton equations were implemented in systems with chaotic dynamics of which
this document focused on two: the Lorenz equations and Kuramoto-Sivashinsky equations.
The instanton equations where solved for various initial conditions and lengths of time and
the resulting probability densities were calculated. The instanton densities were found to
be completely unrelated to those of the deterministic dynamics and it seems to be the case
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that they have to be unrelated.

However, it seems plausible for the instanton equations to find new coherent structures
that may be missed by conventional approaches. This was seen in the Lorenz equations
where an initial condition starting at the origin was able to evolve towards the unstable
fixed points. This leads to the belief that the instanton method may be a viable approach
to finding unstable fixed points of a dynamical system as long as there exists a heteroclinic
connection between them.
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1 Introduction

One of the challenges in studying physical systems that exhibit complex temporal (or spatio-
temporal) dynamics is to obtain rigorous quantitative predictions of the system’s behaviour.
Given that rigorous, closed-form solution of the governing equations are not generally avail-
able, an interesting problem is to quantify the average properties of the system, described by
an observable function ¢ of the system’s state x. Note that x may be infinite-dimensional
and depend on position s and time ¢. Specifically, one is interested in estimating the value
of
1 (T
(o) = Jim 7 [ ol 1)

T—oo T

or, for spatially-extended systems over a domain 2 with measure p(£2),

(0000 = Jim + [ [ glxto, )] ds )

where we assume that the long-time limits exist. Assuming that the system has only one
attracting set of dynamical interest (either a stable equilibrium, a periodic orbit or a strange
attractor), this amounts to computing the time-average of ¢ as the system evolves on the
attractor, irrespective of the specific initial condition.

Problems of this type have received increasing interest in recent years, focussing mainly
on spatially extended systems described by partial differential equations (PDEs) and leading
to the development of a variational technique known as the “background method” [4]. The
method is based on the optimisation of a quadratic functional of the state variable, denoted
by V(x), that allows the derivation of rigorous bounds for () (either upper or lower); in
some cases, V' can be interpreted as a Lyapunov function [2]. Classical applications of the
background method include the estimation of the net turbulent heat transport in Rayleigh-
Bénard convection [6, 7] and the computation of rigorous bounds on the energy dissipation
in shear flows [5, 9]. Similar techniques can also be applied to finite-dimensional systems
exhibiting chaotic behaviour, such as truncated low-order models of Rayleigh-Bénard con-
vection including the well-known Lorenz system [14, 15].

An alternative approach to derive rigorous bounds for finite-dimensional systems with
polynomial dynamics has been proposed recently [3]. The method, introduced in the con-
text of fluid flows [3], is based on Sum-of-Squares (SOS) polynomial optimisation and allows
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the construction of higher-than-quadratic Lyapunov-type functionals, generalising the back-
ground method.

Whilst the bounds obtained by these methods are rigorous and hold irrespectively of
the system’s initial condition, they do not generally represent the time averages observed
in experiments or numerical simulations accurately. This is usually because the system
possesses at least one unstable solution x,(¢)— a fixed point or a periodic orbit — for
which the rigorous bounds obtained with the aforementioned techniques are sharp; yet, x,,
is never observed in practice since the real system is always subject to small perturbations.
If a neighbourhood U of x,, is known to not belong to the system’s attractor, a possible
solution to this problem is to directly remove U from the analysis. Another solution, that in
principle does not require any a priori knowledge of x,,, is to model the physical disturbances
by adding a stochastic forcing term of strength € to the dynamical system [3].

In this work, we first review some of the ideas introduced in [3] in the context of a general
dynamical system with polynomial dynamics. We then investigate how the influence of an
unstable solution on the estimates of (¢) obtained with SOS optimisation can be removed.
We will limit ourselves to unstable fixed points and develop the two approaches outlined
above for systems with a repelling fixed point; we will not consider the case of saddle points
or unstable limit cycles. We will also illustrate how these ideas work in practice by applying
them to the well known Van der Pol oscillator.

2 Bounds Using SOS Optimisation: A Review

To make this work self-contained, we start by reviewing the ideas presented in [3]. Consider
the dynamical system
x=f(x), xeR" (3)

and assume that the trajectories x(¢) are uniformly bounded as t — oo regardless of the
initial condition xg. Suppose there exists a function V[x(¢)], continuous in x, and a constant
L such that

V4p—L>0 (4)

for all possible values of the state x. Since any trajectory x(¢) is uniformly bounded as
t — o0, so is V; hence, time averaging the last expression we obtain

{p) = L. ()

An upper bound U can be found in a similar way by reversing the inequality sign, and we
summarise the above in the following:

Proposition 2.1. Let x = f(x) be a dynamical system whose trajectories are bounded at
all times and let p(x) be an observable. If there exist continuous functions V,(x), Vi(x),
and constants U, L such that

Dy(x):=f-VV,+¢—-U <0, vx € R”, (6a)
Di(x):=f-VVi+¢o—L>0, vx € R", (6b)

then
L<(p)<U. (7)
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The functions V,, and V; (which we will occasionally refer to as storage functions) that
achieve given bounds U and L may not be unique; yet, as one could expect, constructing
them is generally a challenging task. However the problem is greatly simplified when f
and ¢ are polynomials of the states x;, i € {1,...,n}. In fact, if V;, and V} are chosen to be
polynomials, so are D,, and Dj, hence (6a) and (6b) amount to verifying the non-negativity of
a polynomial expression. Whilst this is an NP-hard problem, the computational complexity
can be significantly reduced by replacing the conditions D;(x) > 0 and —D,(x) > 0 (note
the minus sign) with the stronger conditions that D; and —D,, admit a SOS decomposition,
i.e. that there exists families of polynomials {p;(x)}%, and {q;(x)}}, such that

M
Du(x) =Y _ pi(x)?,
v (8)
Di(x) =Y ai(x)*.
=1

These conditions can be formulated in terms of linear matrix inequality (LMI) constraints,
a particular type of convex constraint; a brief explanation is given in Appendix A. Optimi-
sation problems with LMI constraints, known as semidefinite programmes (SDPs), can in
turn be solved efficiently with a number of software packages, e.g. YALMIP [10] and SOS-
TOOLS [12]. Consequently, polynomial storage functions and the corresponding bounds U
and L may be constructed systematically by solving the SoS optimisation problems

min U
el (9)
such that U —-f-VV, —p e X
and
max L
VL (10)

such that £ - VVi+¢p—-LeX

where X denotes the set of SOS polynomials and the optimisation is over the coefficients of
the polynomials V,, and V.

3 Improved Bounds for Deterministic Systems

As mentioned in the introduction and as noted in [3], the existence of unstable invariant
trajectories x,(¢) (equilibria and/or limit cycles) poses a problem if one is interested in
bounds that accurately describe the time averages measured in experiments. This is because
the bounds U and L obtained from Proposition 2.1 must hold for any possible trajectory
of the system, including unstable invariant solutions. To illustrate the idea, let x, be an
unstable equilibrium, such that f(x,,) = 0; for definiteness, assume that ¢(x,,) is much lower
than the observed time average (). Then, any lower bound L cannot coincide with ()
since evaluating (6b) at x,, yields

Di(xu) = p(x,) — L= 0, (11)
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implying that L < (p(xy)) = ¢(zu) < (¢). Similarly, integrating both sides of the inequality
D;(xy) > 0 along an unstable limit cycle x,(t), the term f - VV] vanishes by periodicity and
one obtains

L < {plxu(®)]) (12)

i.e. the bound is constrained by the time average of ¢ over the periodic orbit. The same
problem arises for any upper bound U if p(x,) > (p).

One possible solution is to enforce (6a) and (6b) everywhere except for a neighbourhood
U of an unstable invariant solution x,. This relaxation can indeed be carried out rigorously
and implemented if x, is known and if all trajectories starting at the perturbed position
X = X, + 0x permanently leave U after a finite time 7 = 7(x).

Let us proceed formally, and assume that the dynamical system (3) has global attractor
A and an unstable solution x,,. Then, B = R" \ {x,} is the basin of attraction of A. Since
all trajectories leave U, moreover, 7 = R" \ U is an absorbing domain. Clearly, A C 7T C B
and for any trajectory starting inside B one has

I e
= lim — t)]dt = lim — t)] dt 1
{p) = fim T/o plx(t)]dt = lim T/T plx()] (13)
i.e. the time average of ¢ is completely determined by the dynamics inside 7. The same
result applies if x,, is a saddle by letting ¢/ be a neighbourhood of the entire stable manifold
W, and B = R™ ~\ W. A trivial extension of Proposition 2.1 is therefore

Proposition 3.1. Let x = f(x) be a dynamical system in R", let T be a bounded absorbing
domain containing an attractor A and let B be the basin of attraction of A. If there exist
continuous functions V,,(x), Vi(x), and constants U, L such that

Dyx)=f-VV,+¢—-U <0, Vx e T, (14a)
Di(x)=f-VVj+p—-L>0, VxeT, (14b)

then for any initial condition xg € B
L<{p) <U. (15)

The problem of eliminating the influence of x,, on the bounds therefore reduces to that
of finding a suitable absorbing domain for the attracting set. This is generally not a trivial
task; however, when f(x) is polynomial an absorbing domain 7 may be constructed using
SOS techniques [16]. Moreover, T is generally a semi-algebraic set; for clarity, let us assume
that 7 = {x| g(x) > 0} for some polynomial g.

Equation (14b) then requires that D;(x) > 0 when g(x) > 0 (a similar argument holds
for (14a) and will not be considered for brevity). It is easy to see that this condition is sat-
isfied if there exists a non-negative polynomial s(x) such that D;(x) — s(x)g(x) > 0. Whilst
not necessary, this approximation — known as the generalised S-procedure [16, Lemma 2.1]
— allows the formulation of two SOS optimisation problems from Proposition 3.1 as

min U
Vau,U,s

such that U—-f-VV, —p—sge X (16)
seXx
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and

max L
‘/l 7L7S

such that f-VVi+p—L—-sgeXx (17)
seX

The S-procedure generalises to more complicated semi-algebraic absorbing domains; more
details and examples can be found in [16]. However, its applicability relies on the knowledge
of an absorbing domain that does not contain unstable solutions and that is tractable using
SOS techniques. This may not be the case for saddle point with a complicated stable
manifold, or if the unstable trajectory cannot be separated from the attractor; an example
combining both issues is the unstable saddle equilibrium at the origin in the well-known
Lorenz system [17].

4 Bounds for Stochastically-Driven Systems

An alternative approach to eliminate the influence of unstable point on the bounds, proposed
by Chernyshenko et al. [3], is to model the external disturbances that affect any real system
with a small-amplitude stochastic forcing term. If the system is stochastically stable (in
the sense of [18]), in fact, one can infer bounds for the original, unperturbed system by
studying the vanishing-noise limit.

In Section 4.1, we extend the initial ideas of [3] by considering a stochastic dynamical
system forced by finite-amplitude noise, and show how to determine bounds on its statistical
properties using SOS programming. Our analysis applies not only in the small-noise limit,
but to system which are inherently stochastic. In Section 4.2, we will then study the problem
of computing rigorous bounds in the specific case of vanishing noise strength.

4.1 Bounds for system with finite noise

Consider the stochastic dynamical system driven by additive white noise
x =f(x) + V2eoE, (18)

where £ is a standard Wiener process and x,£ € R". The constant matrix & € R"*"
describes the relative effect of each &; on each state x;, while the overall noise strength ¢
represents the balance between the deterministic and the stochastic dynamics.

This system can be interpreted as a stochastic perturbation of (3), and its state x (now
a random variable) is described by the system’s probability density function (PDF) p. We
remind the reader that p must be a non-negative distribution such that ||p||;1 = 1. We
assume that the system’s trajectories remain bounded at all times, and that a statistical
equilibrium is reached so the PDF satisfies the steady Fokker-Planck equation

V- (eDVp —fp) =0, (19)

where D = o7 . The stationary expectation of an observable (x) can be computed as

()= [ peopx)ax (20)
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where we have introduced a subscript € to indicate that the expectation depends on the
overall noise strength. Clearly, L is a lower bound for (). if

/np(gp—L)dXZO (21)

Enforcing (19) explicitly with a Lagrange multiplier function V;(x) and integrating by parts
we obtain

/ p[V - (eDVV) + £ VV+ ¢ — L] dx

(22)
+ lim (eViDVp—epDVV, —pVif) v(x)dS >0
oo Jix|=r
where v(x) is the outwards unit normal to the sphere ||x|| = R and dS is the surface

element. Since we have assumed that the system’s trajectories are bounded when ¢ = 0, it
is reasonable to expect that p decays exponentially at infinity, so that the boundary term
vanishes if V; does not grow too quickly. Thus, one is left with the condition

/ pV-(eDVV) +f-VVi+¢—Lldx > 0. (23)

Since p is non-negative and Vj is arbitrary (up to some controlled-growth conditions at
infinity), one could prove that L is a lower bound for (). if there exists V; such that the
term in brackets is everywhere non-negative. Applying the same argument after reversing
the inequality sign gives sufficient conditions for an upper bound U on (¢)., and we conclude
the following:

Proposition 4.1. Let x = f(x) + V2 o€, with x,& € R" and o € R™*", be a stochastic
system for which a steady PDF ezists and let D = %o . If there exist functions Vi, and V;
such that

lim (eVuDVp — epDVV, — fpV,,) - v(x)dS(x) =0 (24a)
fimoo Jix|=r
Rlim (eViDVp — epDVV, — £pV)) - v(x) dS(x) =0 (24b)
7 J|x|=R
and
eV-(DVV,) +£-VV,+p-U<0 VxeR" (252)
eV - (DVV) +f-VVi+p—L>0 VxeR" (25b)

then the stationary expectation of the random variable o(x) is bounded by
L<(p:<U (26)

Note that the same result was derived in [3] using an alternative approach and fixing o to
be the identity matrix. For a given noise amplitude £, a SOS relaxation of inequalities (25a)
and (25b) yields the optimisation problems for the bounds

min U
(G (27)
such that U —eV-(DVV,)—f-VV, —pe X
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and
max L
Vit (28)
such that eV - (DVV))+f-VVi+¢p—-LeX

Note that we have assumed that the boundary terms vanish when V,, and V; are polynomials,
which is equivalent to the statement that all moments of the distribution p order up to the
degree of the storage functions exist.

Furthermore, note that inequalities (25a) and (25b) are the same as (6a) and (6b),
respectively, with the addition of a second order diffusive term. Consequently, a point x,,
such that f(x,) = 0 — corresponding to a fixed point of the deterministic system obtained
for e = 0 — does not constrain the bounds on (p). if V,, and V; have large enough gradients.

4.2 Bounds for system with vanishing noise

Let us assume that a stochastic system is stable in the sense of [18]. Since stochastic bounds
are not constrained by fixed points of the corresponding deterministic system (i.e.for £ = 0),
the limit € — 0 can be studied to infer bounds on the corresponding deterministic system
that are not affected by unstable equilibria.

Unfortunately, in practice polynomial storage functions and the SoS optimisation prob-
lems (27) and (28) give tight bounds only when the noise strength ¢ is relatively large. To
illustrate the reason of this limitation, let us assume without loss of generality that x, = 0
and, for definiteness, consider ¢ = ||x||?. To achieve a lower bound greater than the trivial
result L =0, say L ~ O(1), one needs

eV - (DVV}) ~ O(1) (29)

at least in a region near the origin, where f(x) and ¢(x) are almost negligible. Similar
considerations can be made for V,,. When ¢ is small, large enough gradients can only
be achieved if V,, and V; are polynomials of very high degree, making the SOS problem
numerically intractable.

One would therefore like a parametrisation of V,, and V; with ¢ that satisfies (29) in a
neighbourhood of the unstable states, and that is suitable for polynomial optimisation.

It turns out that an appropriate functional form to study the case € — 0 can be derived
if the unstable solution is a repelling equilibrium. Henceforth, we will assume that the
deterministic system x = f(x) has a repelling (focus or node) fixed point at x = 0, i.e. all
eigenvalues of the Jacobian Jy € R™ "™ of f at the origin have positive real part. Without
loss of generality, we will also assume that ¢(0) = 0; this can always be achieved with
an appropriate shift in ¢. For definiteness, we will consider the problem of finding a lower
bound when (p) > 0 and the bound is constrained by the unstable equilibrium at the origin;
the analysis can be trivially extended to upper bounds.

Let us start by assuming that V; is chosen so that L = (). exactly. Repeating the
derivation of Proposition 4.1 with an equality sign, we see that V; satisfies

eV -(DVV) +£f-VVi+ ¢ —(p).=0, (30)

with boundary conditions described by (24b). When € — 0, this is a singularly perturbed
boundary value problem, and the method of matched asymptotic expansions can be used
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to study the behaviour of V;. Rather than determining the solution V;, however, we are
interested in determining its scaling with ¢ and its approximate functional form near the
origin, where we expect large gradients.

The appropriate “inner layer” coordinate stretching is x = '/°x, where x ~ O(1) as
e — 0. We therefore expect that, near the origin, we can approximate V; = Vl(s_l/zx).

To determine a suitable functional form, instead, let us consider the intermediate region
e'/? < x; < 1,0 € {1,...,n}, where, to leading order, equation (30) reduces to

1/2

< IT YV = (p).. (31)

Introducing a characteristic coordinate s such that

dx
= _7 2
ds 0X, (3 )
one has
Vi = (p)e s + const. (33)

Moreover, if v; and \; denote each of the n eigenvectors and eigenvalues of Jo (with Re{\;} >
0 since the origin is a repellor), the solution of (32) can be written as

n
X = Z AiViGAi y (34)
i=1

for some constants A;, suggesting that s should be some logarithmic function of x.

Finally, since x = 0 is a repelling point, it is not unreasonable to expect that there
exists a linear coordinate transformation x — wu(x) that makes the dynamics near the
origin rotationally invariant; this situation is sketched in Figure 4.2 for a 2D system. In
this case, one expects V; to depend only on the (squared) radius ¢(x) = ||ju(x)||?. Note that
¢ is a homogeneous, positive definite quadratic form of x, i.e.

((x)=xTZx, Z >0 (35)

for a symmetric matrix Z to be chosen appropriately.

Original Coordinates Transformed Coordinates

0.3 0.3

0.2 0.2

0.1 0.1

> 0 > 0

-0.1 -0.1

-0.2 -0.2

-0.3 -0.3
-0.3 -0.2 -0.1 0 0.1 0.2 0.3 -0.3 -0.2 -0.1 0 0.1 0.2 0.3
X u

Figure 1: Sketch of trajectories for a 2D system in the original x = (z,y) coordinates (left)
and the transformed u(z) = (u(x), v(x)) coordinates.
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Combining these heuristic arguments, we suggest that
Vi(x) = alog[((x)] (36)

in the intermediate layer, for some constant a. Consequently, we argue that an appropriate
form for V} is
Vi(x) = alogle + ((x)] + Fa(x) (37)

Here, € has been added to the argument of the logarithm to regularise V; at x = 0 and
maintain the correct balance of ¢ and x in the inner layer, while P; is a polynomial of
degree d that approximates the outer solution of (30). Moreover, this ansatz could be seen
as the generalisation to multiple dimensions of the asymptotic results for one-dimensional
systems, presented in Appendix B.

Despite not being polynomial, ansatz (37) is suitable for a SOS formulation. In fact we
can substitute

vv =Y | op,
e+¢ (38)
V- (DV() V(- (DVQ)
V- (DVV) = - V.- (DVP,
DVV) =e— —om gy TV (DVA)
into (30), multiply by (e + ¢)? and gather terms to obtain the polynomial inequality
L(x) := Lo(x) +eL1(x) + 2La(x) + 2 L3(x) > 0, (39)

where

Lo=aC(f-VO) + P (f-VPi+¢—1L),
L1=alV-(DVC¢)—aV(-(DVE) + V- (DVP) +af - V¢+2((f-VPi+¢—L),
Lo=aV - -(DV()+2(V-(DVFP;)+f-VPij+¢—L, (40)
L3 =V - (DVPy).

Consequently, a lower bound L on (p). can be calculated at a fixed, small £ by solving the
optimisation problem

max L
Pyo,LZ

such that L(x) € X, (41)
((x)=xTZx, Z>0.

Note that when € becomes small, the terms £1, £2 and L3 represent small perturbations
of Ly, which is an augmented version of the inequality constraint (25b) for the £ = 0 case.
In particular, the term «a( (f - V() represents the contribution of the large gradients and
allows us to improve the bounds as € — 0.

In fact, we can further develop this idea and derive an optimisation problem which is
rigorous in the limit ¢ — 0, i.e. such that the computed L is a lower bound for lim._,q{p)..
To show this, let us prove that in this limit (23) holds if £y > (2 for any strictly positive
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and arbitrarily small constant ~. In fact, since ( is quadratic in x, it can be verified that
Ly is the dominant term in £ for any fixed x # 0. Moreover,

i n xiﬁn(x) X = n
lim & /x”»p( =0, € {1,2,3) (42)

e—0

for any finite radius r since we have assumed that p decays faster than any polynomial.
Consequently, if £y > ~v¢? then £(x) is positive when € — 0 at least outside a ball Br of
radius R ~ €!/277 with 0 < 5 < 1/2. We conclude that

L
/ p[&V'(DV‘/l)+f-V‘/l+QOL]dX:/ P dx >0 (43)
Rn\BR

R~ By (€+()?
as € — 0. Moreover, although the integrand develops a singularity at x = 0 when € — 0 it
is possible to show (see Appendix C) that

/ pleV-(DVV) +£f-VVi+p—Ljdx —-0ase—0 (44)
Br

if p is bounded on Bpr as ¢ — 0 (a reasonable assumption since x = 0 is an unstable
equilibrium of the deterministic system). Therefore, a sufficient condition for L to be a
valid lower bound on (). in the limit of vanishing noise is that £y > (2, i.e. (dropping a
factor of ( and rearranging)

af - V(+C(f-VPi+¢) > (L+7)C (45)

Note that the role of « is simply to decrease the tightest possible L by an arbitrarily small
constant; consequently, we can drop it from the analysis and determine a rigorous bound L
with the optimisation problem

max L
Pyo,LZ

such that of -V(+((f-VP;+p— L)€ X, (46)

((x)=xTZx, Z>0.

Finally, note that ¢ is an unknown quadratic form, so the optimisation problem is
bilinear. An optimal ¢ (denoted by (*) could be determined using a bilinear SDP solver.
However, since the SOS constraint is homogeneous in {, any choice of { = 5¢* for > 0 is
optimal; this issue may be resolved by adding a constraint on the coefficients of . A simpler
solution is to fix ¢ a priori according to the following observation. In a neighbourhood of
the origin where =,y < 1, the SOS constraint becomes, to leading order in x,

of -V¢—L¢>0 (47)

where f = Jyx denotes the linearised dynamics near the origin. Therefore, if L is to be
positive we require

of - V(¢ >0, (48)

i.e. that ac is positive near the unstable point.
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A suitable ¢ can be constructed if Jy can be diagonalised. Specifically, let U denote the
matrix of eigenvectors of Jg and A be the usual diagonal matrix of eigenvalues, such that

U 1JoU = A, (49)
and let w = U~ !x. Then, an appropriate choice is
C(=wlw=x"[UTUx, (50)
since near the origin we have
(=2aTUu Uk
= 2xTJT U TU x4 hoo.t.
=T [Uu T 37 U "U x4 h.o.t. (51)
= 2wl [U1JyU)Tw + h.o.t.
= 2wl Aw + h.o.t.,

Neglecting the higher order terms near x = 0 and recalling that A is positive definite since
we are considering a repelling fixed point, we conclude that C > 0 and so (48) holds for
a > 0. Note, however, that this is not the only possible choice of (; see Appendix E for
more examples.

4.3 Equivalence with the S-procedure

Whilst the vanishing-noise formulation presented above and the S-procedure of Section 3
have been obtained in completely separate ways, they are in fact related. To see this,
consider the inequality

af-VO)+((f-VPij+9p—L)>0 (52)

more carefully. The inequality is satisfied at x = 0; for x # 0, divide by (, rewrite the first
term as a time-derivative and rearrange the terms to obtain

(f-vpd+¢—L)+<‘g>¢zo. (53)

Having already noted that a > 0 when ( is as in (50), we recognise that this is a particular
form of the more general S-procedure

(f-VPi+¢—L)+s(x){ >0, (54)
i.e. we are imposing the inequality
f-VPj+p—-—L2>0 (55)

obtained from Proposition 2.1 outside a region R where C > (. This represents a region of
repulsion for the unstable fixed point, in which ( acts as an “inverse” Lyapunov function.
Consequently, (52) can be viewed as an application of Proposition 3.1 with 7 = R" N\ R.
Adding noise to a dynamical system with a repelling fixed point and using the logarithmic
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ansatz (37) for the storage function V; is therefore equivalent to carrying out an S-procedure.
Consequently, we expect that the larger the region of repulsion defined by the level sets of
(, the better the lower bound L for a given degree of P, in (37) — an observation that may
assist the construction of a good (.

This equivalence could be expected since Ly in (39) does not inherit any noise-related
terms from the full formulation. This is the result of the particular choice (37) of the form
of V;. If ¢ is taken as a small but finite value, however, the addition of noise is not equivalent
to the S-procedure. In this case, an alternative form of V; has to be considered to keep the
influence of noise when € — 0.

5 Application to the Van der Pol Oscillator

Let us illustrate how the ideas presented so far can be applied in practice by considering
the Van der Pol oscillator
F—p(l—a2i+z=0, (56)

or, in state-space representation,

k=100, x= (1), f0= (B ). (57)

Here, p > 0 represents the strength of the nonlinear damping force. We are interested
in finding upper and lower bounds for ¢ = 2% +3? = 2% +y? = ||x||?, a measure of the total
(potential plus kinetic) energy in the system. As is well known, for any u the equilibrium
position x = 0 is unstable, and the system settles into periodic oscillations for any initial
perturbation (Figure 2).

5.1 Upper Bound for the deterministic oscillator

Upper bounds on () were computed by solving the optimisation problem (9) for 0.1 < pu <5
and for a range of polynomial degrees d. We used the SOS module of YALMIP [10] to
transform (9) into a semidefinite program (SDP). Initial numerical experiments showed
that the resulting SDP is ill-conditioned even for modest polynomial degrees, and cannot

Figure 2: Sample state-space orbit of the Van der Pol oscillator for u = 1, starting near the
unstable origin and converging to the periodic orbit.
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be solved reliably by standard double-precision SDP solvers. We therefore resorted to
the high-precision solver SDPA-GMP [8]; more details and comments on the numerical
implementation can be found in Appendix D.

The upper bounds computed for d = 6, d = 8, d = 10 and d = 12 are shown in Figure 3,
alongside the values of (¢) obtained by direct numerical integration of (56). As one would
expect, the quality of the bound increases with d; the bounds are within approximately
5% of the simulated value for all values p considered when d = 10, and almost sharp for
d = 12. The contours of V,,, shown in Figure 4, suggest that better bounds are achieved
when the storage function has negative peaks concentrated near the corners of the periodic
orbit, where the system evolves slowly. This explains why higher polynomial degrees are
necessary to achieve sharp bounds at large values p, for which the periodic orbit becomes
more elongated.

5.2 Lower bound for the deterministic oscillator

For the deterministic system, the trivial lower bound (¢) > 0 cannot be improved using
Proposition 2.1, since it is saturated by the equilibrium at the origin. In order to apply
Proposition 3.1 and the S-procedure to find a tight lower bound for trajectories attracted
to the periodic orbit, we need to construct an absorbing domain that does not contain
x = 0. As already mentioned in Section 3, SOS optimisation can be used to construct
absorbing domains that well approximate the periodic orbit [16]; however, this involves
further complication and is beyond the scope of the present investigation. Instead, we will
only consider the simple family of domains 7, = {(x,%)]|g(z,y) = 22 +y? —r? > 0} for
r < 1. To show that these are indeed absorbing domains, let us reverse the direction of
time in (57) and consider the energy E = 22 4+ 2. One has

E =2xi+ yy
= —2zy — 2uy*(1 — 2%) + 2zy (58)
= 2uy*(2® — 1)

T
——Simulation
— — £ 5% interval
—=—Degree 6

—+—Degree 8

55)-| —*—Degree 10
| [—~—Degree 12

45

I I I I I
0.5 1 1.5 2 25 3 3.5 4 45 5

35 I I I I
0

I3
Figure 3: Upper bound for polynomial V,, of varying degree as a function of y vs. the exact
value of (¢) and the £5% accuracy intervals.
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p=1,Degree 8 4 =1, Degree 10 =1, Degree 12

4+ =3,Degree 8
™

Figure 4: Contours of the optimal V,, for varying polynomial degree. Top: p = 1. Bottom:
w = 3. The system’s periodic orbit (thick black line) is also shown.

meaning that £ < 0 when |z| < 1. Therefore, any contour of E which is contained in the
strip |z| < 1 defines the boundary of a region of attraction of the origin for the time-reversed
oscillator. One concludes that in the original system all orbits will leave the ball 22412 < r?
if r <1, i.e. 7, is an absorbing domain.

An immediate corollary of this simple proof is the lower bound (p) > 1. While this is
already a step forward, more significant improvements and even sharp bounds on (¢) can
be obtained by solving (17).

Initial numerical experiments revealed that it is sufficient to define V; using monomials
of even order only; this is a useful simplification, as it reduces the computational effort
and improves the numerical conditioning of the SDP. In all cases, the degree of the S-
procedure multiplier s was fixed to be the same as V; for simplicity.

Figure 5 illustrates the lower bounds computed for storage functions V; of degree 8,
10 and 12 using the two different absorbing domains 7g5 and 7;. Because 7Ty is a better
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Figure 5: Lower bound computed with the S-procedure for d = 8,10, 12 using the absorbing
domains 7o 5 (left) 77 (right).

approximation to the periodic orbit than 7g5, it is not surprising that better bounds are
obtained using the former for a given polynomial degree. For the same reason, the bounds
worsen as p increases since the periodic orbit becomes more elongated. We expect that
if more sophisticated domain of attractions were computed, for example using the SOS
techniques in [16], sharper bounds could be obtained for large u. Alternatively, bounds of
comparable accuracy could be obtained with a lower polynomial degree, reducing the cost
of the optimisation.

5.3 Bounds for a stochastic Van der Pol oscillator

Let us now add a stochastic forcing term of strength +/2¢ to the deterministic Van der Pol
differential equation, i.e. consider

i —p(l—ah)i+a=V2et (59)

where £ denotes white noise. In state-space formulation, this becomes
. 0
x =f(x) + V2 ¢ (60)

Using the notation of Section 4, this corresponds to considering

o= <8 (1’> . (61)

First, let us try to compute upper and lower bounds assuming that V, and V; are
polynomials. Figure 6 shows the results obtained after solving (27) and (28) for values of
¢ ranging from 107% to 1 and polynomial degrees 8, 10 and 12. All results were obtained
for p = 1 and defining V,, and V; using monomials of even order only. The Figure also
shows some preliminary values for exact expectation, computed after solving the stationary
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Figure 6: Bounds for the stochastic Van der Pol oscillator for fixed finite noise amplitude.
The deterministic (¢ = 0) value of (p) is shown by the dashed line. Left: upper bound.
Right: lower bound.

Fokker-Planck equation (19) using a low-order finite difference method; the steady state is
achieved by time-stepping an initial distribution using an implicit Euler scheme, employing
operator splitting between = and y derivatives (that is, half a time-step is taken ignoring
any derivative in y, then another half time-step ignoring any derivative in z).

As far as the upper bounds are concerned, they are effectively indistinguishable from
the value obtained for the deterministic oscillator in Section 5.1 for ¢ < 10~2 approximately
and for polynomial degrees larger than 8. This is not surprising, since (27) reduces to (9)
as ¢ — 0 when V,, is a polynomial. At larger ¢, the bounds are reasonably accurate and
capture the increase in (p).. Such an increase is indeed consistent with the stronger effect
the stochastic forcing has on the deterministic dynamics, suggesting that the well-defined,
localised periodic orbit is “smeared” by the noise.

Regarding the lower bound, instead, the addition of noise is effective only when ¢ is
relatively large; for all polynomial degrees, the bound L decreases to 0 as € — 0. This
is consistent with the observation made in Section 4 that a polynomial V; of fixed degree
cannot have large enough gradients at x = 0 to overcome the decrease in €.

The numerical difficulties at small € can be resolved if, instead of a polynomial, V] is
as in (37). For simplicity, rather than trying to determine an optimal ¢, we prescribed
¢ = 2?2 — zy + y? so that the optimisation problem (41) is convex and can be solved using
standard SDP solvers. It can be verified that this choice of ¢ satisfies (48) for p = 1; more
details can be found in Appendix E. Figure 7 shows the lower bounds computed using (41)
for this choice of {, 4 = 1 and polynomials P; of degree d = 8, d = 10 and d = 12.
The improvement compared to the results obtained with a polynomial storage function
are significant, and, for d = 12, L is indistinguishable from the deterministic bound when
e < 1073 approximately. Moreover, we expect that more accurate bounds could be obtained
at large € by increasing the degree of Pj.

Finally, we can compute lower bounds in the limit € — 0 by solving optimisation prob-
lem (46). We fixed the degree of P, to 12, and considered different quadratic forms ¢, shown
in Table 1. The quadratic forms (5 and (3 were constructed using the eigenvectors of the
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Figure 7: Lower bounds for the stochastic Van der Pol oscillator for fixed finite noise
amplitude. Left: bounds for different degrees of P;. Right: Comparison between the
bounds computed from (28) and with (41) for d = 12.

Jacobian Jg (Appendix E); the different formulae for p < 2 and p > 2 are due to a change
from complex to real eigenvectors. Instead, {1 was obtained by arbitrarily fixing 4 = 1 in
(2. It can be verified that (; and (3 satisfy (48) near the origin except when p = 2 (the
“critical damping” condition), while ¢ satisfies (48) only for 4 — 2v/3 < pu < 4 4 2v/3; see
Appendix E for more details.

The lower bounds on (), computed as a function of u, are shown in Figure 8. Overall,

Table 1: Choices of ¢ for the Van der Pol oscillator.

pw<2 w>2
G| 2% —zy+4° 2 — xy + 1°
G | 2% — pay + y° pa® — dxy + py?
(3 | @ —pay +y° | (0P = 2)a® — 2uxy + 2¢°

5

T T T
+(|, Degree 12

—a—(,, Degree 12
—=Cy Degree 12
[——Simulation _ |

T T T T T T
—e— Best Lower Bound -
——Simulation
— — +5% interval

451

(¢)

35
0

. . . . . . . . . 35 . . . . . . . . .
05 1 15 2 25 3 35 4 45 5 0 05 1 15 2 25 3 35 4 45 5
K ©

Figure 8: Left: lower bounds computed from (46) for the choices of ¢ shown in Table 1 and
deg(P;) = 12. Right: best lower bound compared to numerical integration of (57).

204
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Figure 9: Contours of ¢y (left), (s (centre) and (3 (right) for 4 = 5. The system’s periodic
orbit is also shown (thick black line).

our bounds are well within £5% of the exact value of (p); the poor performance of ¢; for
< 4—2v3 = 0.54 and of (5, (3 near = 2 was expected based on our previous comments.
Moreover, (3 significantly outperforms the other choices for 1 > 3 approximately. This can
be understood by recalling the equivalence of the logarithmic ansatz and the S-procedure:
as shown in Figure 9, the contours of (3 define a better region of attraction for the periodic
orbit. Finally, the bounds worsen as p increases for a fixed polynomial degree and for a
fixed (, similarly to what was observed for the upper bounds of Section 5.1 and for the lower
bounds obtained with the S-procedure in Section 5.2. This could be resolved by increasing
the degree of the polynomial P, in (37) or by a more careful choice of (.

6 Further Comments

Although we have tried to keep our work as general as possible, we remark that the analysis
of Section 4.2 is only appropriate to eliminate the influence of repelling fixed points; we
have not considered the more common cases in which the bounds are constrained by saddle
points or unstable limit cycles.

Unfortunately, many systems exhibiting interesting dynamics (such as the Lorenz sys-
tem) possess unstable saddle points, and one cannot generally expect to successfully apply
the techniques we have presented. For example, we expect that the logarithmic functional
form we have proposed in Section 4 will not generally be suitable for systems with an
unstable saddle point. The reason is that using the logarithmic ansatz is equivalent to im-
plementing an S-procedure, but a region of repulsion around a saddle point cannot generally
be defined without including in it the entire stable manifold — normally, a convoluted set
that cannot be easily approximated by polynomials. This was confirmed by a brief numerical
investigation on the simple system

= (r+y)d-a®—y?)

g=y@2-a®—y?) o
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Figure 10: Fixed points of system (62) with their stable and unstable manifolds.

which has a repelling fixed point at the origin, two saddle points at (£1,F1) and two stable
equilibria at (£2,0) as shown in Figure (10); tight bounds on ¢ = y could not be obtained
after adding noise to the system even with a logarithmic storage function.

Moreover, we expect that storage functions of impractically high degree will be needed
even for noise of relatively large amplitude, making the SOS optimisation problem in-
tractable. This is because the trajectories in the stable manifold will still try to approach
the saddle point, forced by the deterministic component of the flow. Then, one expects that
each of f-VV,, and f- VYV in inequalities (25a) and (25b) will have opposite signs along the
stable and unstable manifolds near the saddle point, unless VV,, and VV] can change sign
rapidly. This would require polynomial approximations of large degree.

Future work should therefore concentrate on determining an appropriate scaling and
functional form for V,, and V; for systems with saddle points and unstable periodic orbits.

Finally, we remark that the practical implementation of the SOS problems obtained
throughout this work poses some technical challenges. Specifically, polynomials of high
degree are required to compute relatively sharp bounds, significantly increasing the size
of the SDP problems to be solved. This poses a limit on the dimension of the dynamical
systems that one can study at a reasonable computational cost and time. Moreover, all SDP
problems considered in this work were ill-conditioned, and the results we have presented
could only be obtained using computationally expensive high-precision algorithms. Such
numerical difficulties should be addressed more systematically in the future if, as it seems
inevitable, the theoretical development of appropriate scaling arguments for the storage
functions is to be reliably assisted by numerical investigations.

7 Conclusion

To summarise, we have demonstrated that bounds for long-time-averaged properties of sys-
tems with polynomial dynamics can be obtained by constructing suitable storage functions
using SOS optimisation. Moreover, we have shown that the influence of unstable equilibria
on the bounds can be removed via the S-procedure (if a suitable absorbing domain can be
defined), or, extending the ideas of [3], by adding noise to a system.
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In particular, whilst the formulation of Section 4 holds for a general stochastic system
with finite noise strength, a key development is the rigorous formulation of the optimisation
problem in the vanishing noise limit for repelling fixed points. If the system is stochastically
stable, rigorous bounds for a deterministic system can be inferred when Proposition 3.1
and/or the S-procedure cannot be applied. In this context, we have demonstrated that
simple polynomial storage functions are not appropriate to prove bounds that are insensitive
to unstable solutions as € — 0, and a suitable asymptotic scaling of V,, and V; with & should
be used.

Despite our successful application of the ideas we have presented to a simple example
(the Van der Pol oscillator), some theoretical questions — such as whether it is possible to
remove the influence of saddle points on the bounds — and some practical challenges in
the implementation of the SOS optimisation remain unresolved. We anticipate that these
issues will be the subject of future work, if rigorous bounds are to be obtained for physical
systems of practical interest.
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A Introduction to SOS Optimisation

For simplicity, let us consider the problem of determining whether a polynomial p(x) of
degree 2N, i.e.

2N
p(z) = Z cpx" (63)
n=0

is positive for any = € R (the same argument can be generalised to multiple dimensions; for
more details, see [13, 11, 1] and references therein). Clearly, a sufficient condition is that p
admits a SOS decomposition, i.e. there exists a family of polynomials {g;(z)}, such that

p(x) = go(x)* + g1(x)” + ... + g (x)*. (64)

It can be shown that this is equivalent to the existence of a positive definite matrix Q
(written as Q > 0) and a vector z(x) of monomials of = such that

p(x) = 2(2)" Qaz(z). (65)

For example, if p(z) has degree 2N one can take z(z)? = (1,z,22,...,2"). Note that the
matrix Q is generally not unique.

The problem of whether p(z) admits a SOS decomposition can therefore be rewritten
as the feasibility semidefinite problem

find Q
such that  p(z) — z(z)T Qz(z) =0, (66)
Q=0,

where the equality constraint p(z) — z(x)? Qz(x) = 0 is interpreted as a set of equality
constraints obtained by setting all coefficients of the difference p(z) — z(x)? Qz(x) to zero.
Note that these equality constraints are linear with respect to the coefficients ¢, of p(z), as
well as with respect to the entries of Q. Consequently, semidefinite programming can be used
to find values of any unknown coefficients ¢, such that p(z) admits a SOS decomposition,
or that minimise a linear function f(cg,cy,...,cn) subject to p(z) being a SOS polynomial.
Again, more details can be found in [13, 11, 1].
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B Asymptotic Analysis for 1D systems

Let us consider the one-dimensional dynamical system & = f(z) 4+ v/2e£, where f(z) is a
polynomial and ¢ is a white noise process. Let p.(x) be the stationary probability density
function of the system, satisfying

a(fpzf) _ 82106

= . 67
Ox o (67)
Integrating once we obtain
fpe =20, (68)
Ox

where the constant of integration has been set to zero since we must have p — 0 as || — oo.
This equation can be solved after letting

F(z) = / f() dz (69)

to find
+oo

-1
pe(z) = N ez F@), N = {/ ec F@) dw] . (70)

—00

Consequently, the expectation of an observable ¢ can be computed as

“+o0o “+o0o 1
W= | e =N [ pla)et ) aa. (1)
—00 —00
However, we are interested in computing (). within the framework of Proposition 4.1, in
the hope that we can gain some insight to tackle more complicated cases for which the
Fokker-Planck equation cannot be solved as easily.
According to Proposition 4.1, (¢). can be calculated by finding a function V what

satisfies
eV'+fV +p—L. =0,
lim (p. V') =0, (72)
|| =00

where ()’ denotes differentiation with respect to x and the boundary term has been simpli-
fied using (68). As we will see in the following, a solution to this problem can only be found
when L. = (p).. Changing variable to W = V', we can write an exact general solution
to (72) for any value of ¢ as

Wi(z) = Woe 2 F@ 4 L -1 F@) / L. — o(s)] €27 gs. (73)
0

The integration constant Wy is determined by the boundary conditions, which using the
expression for p. in (70) reduce to

“+00
Wo + i/ [Le — ()] e F6) gs = 0, (74a)
0
L[ L F(s)
Wo — 8/ (L. — p(s)] e2 T ds = 0. (74b)
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Note that we have two boundary conditions for a first-order differential equation. In order
to satisfy both, we let

Le = (¢)e (75)
such that, by definition of (p).,
+o0o
/ (L. — ()] 2 F@ gy — . (76)

Except from Section B.1 below, we will use (74a) and let

1 /0 1
Wo= s/ L — o(s)] ez ) ds (77)
so that W becomes
W(x) = ie‘iF(I)/ (L. — 5% es F6) gs. (78)

Note that the second boundary condition (74b) is also satisfied by virtue of (76). Alterna-
tively, using (74b) to define Wy one obtains the equivalent expression

W(z) = 1 em: F@ /+00 (L. — 5?) e T gs (79)
= ) . .

Unfortunately, neither (78) nor (79) give much information about the behaviour and
scaling of W for a general dynamical system. We will therefore proceed by discussing
some illustrative examples which allow us to draw some important conclusions about the
applicability of SOS optimisation to determine sharp bounds for (y)..

B.1 Case 1: f(z) =z —2°, o(v) = 2*

Let f(x) = 2 — 2% and p(x) = 22 so that F(x) = % - %4 is an even function with maxima

at © = £1 and a local minimum at = = 0, as shown in Figure 11. In this case, equation (72)
can be solved using the method of matched asymptotic expansions (not show here) to find

1 1 _o2 [V 2 1
W)~ - + 76’ 2 / ez ds— — , (80)
x g Xz
~~ 0 ~~~
outer sol. inner sol. common part

F(x)
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where the inner solution is valid when z ~ /cZ. In the intermediate layer /¢ < = < 1 the
solution reduces to the common part and one has

W(x) ~ % = V(z) = /W(x)dx ~ log |z| = %log 22, (81)
This fact was used in Section 4 to justify the use of logarithmic ansatz for V in higher-
dimensional systems.

The behaviour of W in the outer and inner regions could also be inferred from the
expression for the exact solution. Rather than using (78) or (79), we note that ¢ is even
and add the two conditions in (74) to deduce that Wy = 0 is an appropriate choice for the
integration constant in (73). Hence, we have

1 x
W(x) = R e_iF(x)/ (Le — s%) e F) gs. (82)
0
Moreover, subtracting (74b) with Wy = 0 from this equation we find
L ipe [ 2y 1 p(s)
W(z) = —oeE (Le — %) e ds, (83)

which is the same as (79).
To study the asymptotic behaviour of W as ¢ — 0, we note that W is an odd function
so we restrict the attention to x > 0. First, we use Laplace’s method to estimate

+o0
Le—/ 2 p.dr ~1—¢e+ O(2). (84)
—0o0
When z is small, precisely z = /24 (where & ~ O(1) and the scaling of ¢ is suggested by
the term 1F(z) ~ g—i when x is small) the leading order behaviour of L. can be used to
estimate .
1 22 % s2
W(z)~—=e 2 / e2 ds. (85)
Ve 0

This is the same as the inner solution in (80).

When x ~ O(1) but « < 1, we can use Laplace’s method to estimate the integral term in
W, where the dominant contribution is given by the end-point x of the integration domain,
since F' is monotonically increasing over the interval (0,1) (cf. Figure 11). Recalling that
F'= f >0 for z < 1, we can show that

1—z* 1
Wia)~ =g =, (86)

z—x3 =z

which corresponds to the outer solution in (80). The same behaviour is found for = > 1

using (83).
Finally, we can estimate the behaviour at x = 1 to the leading order in ¢ as
1
W(1) ~ 1% / [1—e—1-2(s—1)] eliz=2(=D*-] gg
© —oo (87)

~1+0(Ve),

which is consistent with (86). A comparison between a direct numerical integration of (82)
and its asymptotic expansion for € = 0.01 is shown in Figure 12.
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Figure 12: Comparison between the numerical integration and the asymptotic approxima-
tion of W, e = 0.01.

B.2 Case 2: f(z)=z— 2%, p(x) =2

A simple change from ¢ = z? to ¢ = x implies a dramatic change in the behaviour of
W. The functions F'(x) and p.(x) are as in the previous example, and the symmetry of p.
implies that

+oo
L= / z pe(z)dr = 0. (88)
Equation (72) then becomes
eW'(z) + f(z)W(x) + z = 0. (89)

The method of matched asymptotic expansions fails in this case to produce an approxima-
tion to W if one assumes the usual outer solution
L.—x 1

Wouter = T — 23 = 2 _ 1’ (90)

since one cannot construct inner solutions at = +1 that satisfy the matching condition.
Let us show this by trying to construct an inner solution at x = 1. The appropriate scaling
for the inner variables is = 1 +¢'/2§ and W = ¢~ /2W so the leading-order equation for

W becomes
r—1

W —20W +1=0, §= .
yw + Y \@

(91)

Thus, we have
1 - LI
W=—W="—-¢eY[A—erf(y)], y= .
W= T et = T
where erf is the standard error function and A is a constant of integration to be determined
so as to match the assumed outer solution (90). Specifically, shifting coordinates x = 14++/cy
in (90), we require

(92)

! (934)
NE )

lim VT e?’ [A —erf(g)] ~ 2\2:& (93b)
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These conditions cannot be satisfied simultaneously, since the first one requires A = 1, while
the second requires A = —1. Hence, matching is impossible.

This can be explained by considering the exact solution W, which according (78)
and (79) can be written as

W(z) = ie_iF(x)/ se: F() gs (94a)
+o0o
= —é e‘iF(I)/ sez ) gs. (94b)

Note that this solution is even, so we only need to study its behaviour for = > 0.

When z > 1, W can be estimated from (94b) using Laplace’s method, where the domi-
nant contribution to the integral come from the end-point x of the domain of integration.
We obtain
(95)

which corresponds to the usual outer solution (90). This, however, is not the appropriate
outer solution when 0 < x < 1; to show this, we again use Laplace’s method on (94b), but
this time the dominant contribution comes from x = 1. We obtain

W (z) ~ \/jefffi”“), (96)
1

and since F'(z) < 7 when 0 < x < 1 (cf. Figure 11), this means that W behaves like a

gaussian (cf. Figure 13).
This behaviour could have been derived from an asymptotic analysis of the original
equation by applying the WKB method. If we assume that

W(z) = e=¥@ Wo(z) + Wi (2) + .|, (97)
equation (89) becomes
(W' Wo + e/ Wi + W[ + f Wy +ef Wi + O(?)] eV 4z =0. (98)
Assuming that ¥ (z) > 0, we can neglect the last term and impose

O(EY) : YWo+ fWo=0 (99)
O(eh) - YW+ W+ fW =0 (100)

In order to have a non-zero Wy, we must impose

V(z) = —f(z) = () = K — F(a). (101)

Since —F' is bounded from below (cf. Figure 11), the integration constant K can indeed
be chosen to satisfy ¢ > 0 as originally assumed. It then follows from that (100) that
Wy =constant, and so

F(x)

W(z) =Woete © +.... (102)
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Incorporating the constant term eg into W, the WKB outer solution for 0 < 2 < 1 can be
written to leading order as
1
Wouter() = Woe =@, (103)

where Wy has yet to be determined; note that we recover (96) if we choose

Wo = \/jeia. (104)

This choice can indeed be motivated by matching the outer solution

Woe_%F(x), O<x<l,
Wouter = 1 (105)
m, T > 1.

with the inner solution near x = 1 given by (92). In particular, we choose A = 1 so that

Wt = L [t (5] <106>

It is easy to verify that the inner and outer solution match for x > 1, while matching is
achieved for z < 1 if Wy is as in (104). A comparison between the exact solution and its
composite asymptotic expansion derived combining (105) and (106) is shown in Figure 13
for e = 0.02 (the two curves are graphically indistinguishable).

B.3 General Third-Order Systems

From the examples above, we may conclude that an asymptotic solution of the equation

eW'(x) + f(x)W(z) +p(z) — Le =0 (107)
can only be achieved if one consider a more general outer solution than the“normal” outer
solution I ()

— oz
Wouter = Ef(;p) (108)

T T T T T
——Exact - numerical integration
—— Asymptotic expansion, ¢ = 0.02

Figure 13: Comparison between the numerical integration and the asymptotic approxima-
tion of W, € = 0.02 (the two curves are graphically indistinguishable).
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To illustrate this concept, let us assume that f is a cubic polynomial with zeros at
Ts1 < Xy < Teo such that z, ;1 is the most stable fixed point of the deterministic system
& = f(x). This means that F' has a global maximum at z i, a local minimum at z, and
a local maximum at xs9 (cf. Figure 14). In general, ¢ assumes different values at the
fixed points and therefore one finds L. = ¢(z51) + O(e). For example, one may consider
flz) =22 — 2% — 2% 251 = —2 and ¢(z ) CL’2 in which case L. = 4 + O(¢).

Recall from (78) and (79) that if L. = (). the solution of (107) can be written as

W(z) = x>/ (L. — (s)] ez P ds

“+oo
= —% e_;F(m)/ [Le — ¢(9)] ez F() gs.

Let us now study the behaviour of W for a different values of x. When x > x,9 an
asymptotic analysis using Laplace’s method shows that the “normal” outer solution (108) is
an appropriate approximation to W (this is similar to our discussion in Section B.2). This
approximation is valid as x decreases towards 2.

Since F' has a local maximum at x5 2, when x is decreased past x, 2 the behaviour of W
changes; Laplace’s method shows that

(109)

27 1
W)~ (e Lo~ Ples)] e, (110)
i.e. W has an exponential behaviour. In particular, W reaches a maximum at x,,, when the
difference F(z2) — F(x) is at its maximum (cf. Figure 14).
As z is decreased even further, one reaches a point zg at which F(zg) = F(xs2). When
x < xg, the asymptotic behaviour changes again; one can show that, for z < xg, W scales
as in (108). This behaviour is maintained until = z,;. Finally, under our assumption
that L. = ¢(xs1) + O(e) it is can be shown that (108) holds for < z,; and, in fact, for
x = xs, (the analysis is analogous to that of Section B.1).
This analysis allows us to conclude that an asymptotic analysis of (107) should con-
sider (108) as the outer solution for z < x¢ and & > x2, while (110) should hold when

Normal Outer \Lnner Exponential Outer tnner Norsmlalt_Outer
ayer ayer olution
Solution e Solution e

Figure 14: Validity region for different types of outer solutions for W. A typical profile for
F satisfying our assumptions is shown. The location of inner layers where the behaviour
transition smoothly is also sketched.
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zo < © < xs2. Inner layers are required when x — xg and x — x5 for a smooth transi-
tion between the different behaviours. The validity regions for each type of outer solutions
are illustrated in Figure 14; the location of inner layers, where the behaviour smoothly
transitions from one outer solution type to another, is also sketched.

The analysis for the inner layer near x, o is identical to that carried out in Section B.2
for x = x5 2 = 1, so we will only consider the inner solution near x — . Letting y = x —x¢
and recalling our assumption that f is cubic, we may rewrite

f(@) = fly+x0) = —(ao + boy + coy” + doy®) (111)

where the constants ay, ..., dy depend on the value of xg. In particular, ag = —f(zg) =
—F'(xp), and since we have assumed that x,1 < ¢ < Xy, we conclude that ag > 0 (this
can be seen from Figure 14). Equation (107) then becomes

eW'(y) — (ao + boy + coy” + doy®) W(y) + ¢(y + x0) — Le = 0, (112)

The appropriate coordinate stretching for this equation is ¥ = ey , Winner = W; then, the
inner solution satisfies the equation

EI/Vi/nner — aoWinner + 90(1'0) —L.=0 (113)
and can be written explicitly as

L. —
Winner (§) = A %09 — EC;(:W_ (114)
Recalling that ag > 0, it can be verified that this expression matches with (108) as § — —oo
and with (110) as § — +o0 if

_ 2 _ ~1F(z02)
A=\ [y [Fe Pl 710, (115)

which is the required asymptotic behaviour (as illustrated in Figure 14).

B.4 Remarks & Implication for SOS Optimisation

In light of the examples discussed in the previous sections, we conclude that the appropriate
form for the function W is highly dependent on both the system’s dynamics f(z) and the
observable p(z). In general, there exist intervals in which W has an exponential growth
of type ¢z(). This behaviour is due to the existence of a stable fixed point z at which
L. — o(xs) # 0 (to leading order in ) such that standard outer solution (108) cannot be
matched asymptotically to any appropriate inner solution. These considerations can be
generalised to system with polynomial flows f(z) of degree larger than 3.

The regions where W behaves exponentially, however, disappear when ¢ assumes the
same value at all stable points (such as the example studied in Section B.1). In this special
case, in fact, the “normal” outer solution does not become singular at any of the stable
points, and no inner layers are required. An asymptotic solution similar to that proposed
in Section B.1 can then be constructed.
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For 1D system with bounded trajectories, one always has multiple stable points, hence
these regions of exponential behaviour are generally unavoidable. Thus, one cannot usually
approximate W with polynomials or rational functions that capture the correct scaling in
the inner layers for arbitrary ¢, as the degree of such polynomial approximations would have
to be infinite.

The implication of these results is that, in general, one cannot hope to derive sharp
lower bounds on (p). using SOS techniques that hold analytically as ¢ — 0. Indeed, the
computational effort and the order of polynomial approximations to the exact W increase
so rapidly that SOS optimisation becomes impractical even when ¢ is fixed to a small value
and not treated analytically.
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C Vanishing Noise Limit: Proof of Negligible Contributions

In Section 4.2 we have let
Vi(x) = alogle + ((x)] + Pp(x)

and we have found a polynomial P, such that
/p[sV-(DVVl)Jrf-VVl+g0L]dXZO

everywhere except from a ball Br of radius R ~ /27" with 0 < n < 1 /2; for definiteness,
let us write R = Ce'/27" for some constant C. To complete the argument, we need to show
that

/ pleV-(DVV) +£f-VVi+¢p—L]dx — 0ase— 0. (116)
Br
Upon substitution of the ansatz, the integral becomes
(D (D f.
/ p[eav (DVC) _  aVe-( ZO +ev- V) + Y v, 4o L] dx.
Br e+ ¢ (e+¢) e+ ¢

Let us proceed term by term and let us assume that p is bounded in Bg uniformly as & — 0.
Since P and ¢ are continuous,

4
/ pleV - (DVPE,) +f-VP,+¢— L]dx| < ?ﬂ R? max {p|eV-(DVP,)+f-VP+¢—L|}
Br R

SO

/ plevV-(DVP,)+f-VP+p—Lldx —-0asec—0 (117)
Br

To study the other terms, we switch to polar coordinates, (z1,...,x,) — (7,01, ...,0,—-1)
where r € [0, R], 61, ...,0,—2 € [0,7], 0,—1 € [0, 27] and

dx = r"1sin"2(6y)...sin(0,,_o) drdf;...d6, 1.

Since ( is a homogeneous, positive definite quadratic form of x and D is positive semi-
definite (recall that D = o’'a) we can write

C(x) =r2F (61, ...,0,_1)
V¢ - (DVC) = 2G04, ..., 00 1)

for some strictly positive function F' and non-negative function G, while V- (DV() is a real
number. Moreover, let

F* = mln F(Gl,--'agn—1)7

1,---5Un—-1

G*= max G(0y,...,0,-1)

01,....0n—1

218



and

T T pr=lgin®2(6y)... sin(6,_2)
I—/ / / / ° drd&l...dé?n_l.
r=0J0p_1=0 J0p_o—0 Joy—o €+ T2F(01,...,00-1)

Then, we have

V- (DV
‘/BR a€p5+C C) X‘§€|OZV'(DVC)|I%E;X(,O)I

R T,n—l

n—1
<< [aV - (DVO)| max(p) 27 /r:o L
If n = 2, the last term can be integrated to give
/ acpV - (DVC)
Br e+ (¢

n—1

T log (14 C2Fre) }

x‘ <e {\av - (DYQ)| max()

while when n > 3 we can estimate

agpV - (DVC) 23/2-n n—1 et
_— 2 D _— .
/BR e+¢ Cr™ eV - (DVO)] r%ix(p) rg(?R] e+ r2F*

It can be verified that the maximum of the last term is achieved at the endpoint r = R =
Cel/2=1. Taking the limit shows that for all n > 2

/ aepV - (DV()
Br e+¢

dx - 0ase—0 (119)

Similarly, we can show

D R n+1G*
‘/ ocspVC VC)dX’ < 5|a|27r"‘1ma><(p)/ i dr
Br € + C Br r=0 € e

n IG*
5{%*2) r%ax(p) log(1+C* F*25_4’7)}, n=2
R

- n+1
8/2-1 ) 90| a|x" 1 G S >3
S { o max(p) max < o) [ "2

where, again, the last maximum is achieved at r = R = Ce1/2-1, Hence we deduce

dx - 0ase—0 (120)

/ aepV( - (DV()
Br (e +¢)?

Finally, since f(0) = 0 and V( is linear, the term f - V( is a polynomial of x that only
contains monomials of degree 2 and higher. Consequently, we can write

deg f

£-V¢=> r'"""H,(0)
m=1
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for some continuous functions H,, such that their standard L* norm ||H,, ||~ is finite. Each
term in this series can be considered separately; for each m we have

1+m R n+m
ar' ™™ H,,(0) _1 / r
—dx| < 27" H ———d
/BRP ¢ x| < 21" ol [[Hilloo Héix(p) o E-+r2F* r

1/2 n ,r,ner
< 207" H m m —_—
€ { 7ol | Hm|lo BE;X(P) re[a}l{%} (6 T ’I"ZF*> }’

which tends to 0 as e — 0 (since n > 2, m > 1, and the last maximum is obtained at
r = R = Ce'/?>~"). We therefore conclude that

f.
/ pa vCclx—>0ass—>0 (121)
Br €t+¢

Combining (117)-(121) proves (116). Note that the proof presented for estimates (119)
and (120) is valid for systems of dimension n > 2 or higher. For one-dimensional systems,
instead, one needs to consider the behaviour of p explicitly (cf. Appendix B).
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D Remarks on Technical Implementation of SOS Problems

Initial numerical experiments revealed that the SOS problems used to compute upper and
lower bounds are particularly ill-conditioned and cannot generally be solved by standard
double-precision SDP solvers. From experience, this seems especially true for lower bound
problems, and in general for polynomial degrees higher than approximately 4 or 6. The
results presented in this work were obtained by pre-processing the SOS problem using the
MATLAB toolbox YALMIP [10], and solving the resulting SDP with SDPA-GMP [8] with
the parameter precision set to 200. The procedure outlined below was followed for each
individual optimisation (we assume the reader is familiar with at least the basic commands
of the SOS optimisation module in YALMIP, such as sossolve):

1. Set up the SOS problem in YALMIP using sdpvar variables and YALMIP’s command
sos to create SOS constraints. For example, a polynomial storage function V and the
vector of its coeflicients Vcoeffs are defined with the commands

>> [V,Vcoeffs] = polynomial (x,degreeV);

In an attempt to reduce the problem size, all SOS polynomials required by the S-
procedure were defined using the commands

>> z = monolist(x,degreeS);
>> Sm = sdpvar(size(z,1));
>> S = z’*Sm*z;

>> Constraints = [Sm>=0];

rather that by using YALMIP’s polynomial and sos commands. This was recom-
mended in [16].

2. Export the SDP to SDPA-GMP using a modified version of YALMIP’s solvesos
function combined with the export command. This was done in order to exploit
YALMIP’s pre-processing capabilities (e.g. Newton polytope and symmetry reduc-
tions, [11]).

3. Solve the SDP problem with SDPA-GMP and import the solution back into MAT-
LAB/YALMIP. This is necessary because the output from the solver cannot be easily
interpreted in terms of the polynomials and sdpvar objects defined by the user in
Step 1 above. We remark here that this is likely to introduce numerical errors, due
to the different numerical precision used by the solver and by MATLAB.

4. Re-define the problem using a reduced monomial basis, then repeat Steps 1-3. The
reduced monomial basis can be obtained after removing unused or zero coefficients
from Vcoeffs. This is a basic attempt to reproduce YALMIP’s post-processing rou-
tines [11] and should improve the numerical conditioning. Note that this should not
change the problem’s solution, simply improve the numerical conditioning and make
any computation more reliable. Any significant change in the solution should be
interpreted as a warning for numerical problems.
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5. Repeat steps 1-4 until the monomial basis cannot be reduced any further.

6. Check the feasibility of the solution by fixing all variables to their optimal value and
calling solvesos again.

7. [Optional] Check if a certificate of strict positivity exists using Theorem 4 in [11].

This procedure was implemented successfully for most SDPs related to upper bound
problems. For lower bound prolems, instead, the numerical solution obtained with SDPA-
GMP could not be post-processed reliably with YALMIP, and the feasibility test in step
6 above was almost never successful. However SDPA-GMP never reported infeasibility or
numerical problems when solving the original SOS optimisation; in fact, it terminated with
the optimal flag pdOPT, indicating that an optimal solution could be found. Consequently,
the upper and lower bounds computed by SDPA-GMP were considered acceptable.

Further tests were carried out by disabling YALMIP’s pre-processing routines; the re-
sults were unchanged but the computation time increased significantly. This suggests that
the preliminary problem manipulation carried out by YALMIP is beneficial and does not
constitute a large source of error. Yet, the solution of the SDP produced by YALMIP
requires high-precision. Clearly, one would need to maintain high numerical precision to
correctly interpret the data returned by the solver and recover the coefficients of the poly-
nomials as defined originally by the user. Unfortunately, the “dictionary” used by YALMIP
to operate this “translation” is not immediately available to the user, and the solver data
must be returned to the SOS module in YALMIP if further processing/checking is needed.
This, in our opinion, is the main source of numerical errors that prevented us to successfully
carry out a feasibility test as in step 6 above.

Finally, a comment on the solver. Whilst SDPA-GMP allowed us to compute the results
presented in this report, it does not allow multi-threading and, consequently, we expect that
larger SDPs cannot be solved in a reasonable computation time. This is a fundamental issue
if higher-dimensional systems are to be studied, as the SDP associated with the SOS formu-
lation of the upper/lower bound problems become very large even for modest polynomial
degrees.

Clearly, future work should address these issues more carefully, especially if further
analysis of the optimal solution and certificates of true positivity are needed. As a first
step, a high-precision parser for SOS problems should be implemented to carry out the
necessary pre-processing and to interpret the solution from SDPA-GMP in a user-friendly
format. As a long-term suggestion, however, we recommend the development of a high-
precision SOS parser with pre- and post-processing capabilities similar to those of YALMIP
and of a multi-threaded high-precision SDP solver.
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E Constructing ( from Eigenvector Analysis

Remark: we construct suitable quadratic forms ¢ in the context of the Van der Pol Oscil-
lator. However, the same ideas and derivations apply to a general system with a repelling
fixed point.

In the vicinity of the origin, the Van der Pol oscillator

b=y (122)
j=p(l -2y -z
can be expanded as

x = Jox + h.o.t., Jo = < 0 1) . (123)
-1 pu

Letting p = 2v, the eigenvalues of Jy can be written as

Mo=vEyVr2-1 (124)

and the matrix of normalised (i.e. unit norm) eigenvectors is

A B
U= (AV 4+ AVv?2 —1 Br— BvVi?— 1> (125)

with

A= [2u2 o2 — 1} 2 p [21/2 — /2 = 1} s (126)

When p = 2 (i.e. v = 1), the two eigenvalues and eigenvectors coincide and Jo cannot be
diagonalised; otherwise, we have

(M 0
A._<0 A2>_U JoU. (127)

Note that A is a positive definite matrix.

E.1 Construction of (;

2

We arbitrarily fix (; = 22 — 2y — 92, which is clearly positive definite. Moreover,

G = 2xd — iy — xy + 2yy

(128)
=22 — pxy + (2u — 1)y® + ho.t.

Neglecting the higher-order terms, the right hand side is positive in the vicinity of the origin
if
A= Py —4(2u — 1)y* <0, (129)

which is satisfied for 4 —2v/3 < p < 4+2+/3. Thus, (; satisfies the necessary condition (48)
for o > 0 if p is in this range.
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E.2 Construction of (,

Let w = U~ 'x and consider ( as
G o lwl? =xTu ) Tutx. (130)

The (positive) proportionality constant can be chosen arbitrarily, since the constraint in (46)
is homogeneous in (. In particular, one can chose such constants to write

(131)

G ot —pry+yt, p<2
pa® — Azy + py®, > 2

Clearly, (2 is positive definite. Moreover, it satisfies the necessary condition (48) near the

origin. In fact, '
Co o 2xT I (U U x + hooot.

=owlUTIT (U Tw + hoo.t.
= 2wl U 1JyUTw + h.o.t.
= 2wl Aw + h.o.t..

(132)

Neglecting the higher order terms in a neighbourhood of the origin and recalling that the
matrix of eigenvalues is positive definite, we conclude that the last expression is positive.
However, this expression cannot be used for u = 2, since U cannot be inverted.

E.3 Construction of (3

In order to take into account the dynamics near the origin, and not only the geometric
information contained in the eigenvectors, let

Gocwl Aw!l = xT[UNTAU %, (133)

Choosing appropriate proportionality constants to simplify the form of (3, we can write

2 2
r® — pry +y°, p <2,
Csz{ (134)

(MQ — 2) z? — 2xy + 2y, o> 2.
Clearly, (3 is positive definite. Moreover,

G o 2xTIT U TAU 'x + hooot.
= owlUTIL [U"YTAw + h.o.t.
= 2wl [U Iy UTAw + h.o.t.
= 2wl ATAw + h.o.t.

2
= ow” (A(lll \/\2|2> w + h.o.t.

(135)

Neglecting the higher order terms in a neighbourhood of the origin, we conclude that the
last expression is positive and therefore (48) is satisfied. However, this expression cannot
be used for p = 2, since U cannot be inverted.
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A Correlated Stochastic Model for the Large-scale Advection,
Condensation and Diffusion of a Passive Scalar

Tom Beucler

October 15, 2015

1 Introduction

1.1 Distribution of moisture in the atmosphere

At first glance, the distribution of atmospheric water vapor is highly inhomogeneous and
varies significantly on very short distances. Lagrangian trajectories of each individual moist
parcels in the Tropics strongly depend on the wind field and the intensity of tropical con-
vection, and cloud microphysical processes will have a big influence on the parcel’s water
content [7]. However understanding the distribution of water vapor in the atmosphere is
crucial for several reasons:

o Its climatic importance: Water vapor is the main greenhouse gas in the atmo-
sphere, because of its molecular characteristics (eg a permanent dipole moment) and
its abundance. Furthermore, the condensation of water produces clouds, which re-
flect, scatter and absorb solar and terrestrial radiation. Finally, the condensation of
water produces latent heat which affects the global atmospheric circulation. Thus, it
is impossible to quantitatively study the distribution of clouds [3, 11] or even climate
change [19, 21] without understanding the atmospheric water content.

e Its central meteorological role: It is impossible to understand weather without
knowing the distribution of water vapor and liquid water in the atmosphere. Impor-
tant weather systems, such as cloud clusters, cyclones, or the Madden-Julian oscilla-
tion, are all examples of aggregates of water in the atmosphere. Understanding the
self-aggregation of water vapor is a significant research challenge [25, 28], and knowl-
edge of the large-scale advection/distribution of water vapor is required to understand
the evolution of moist clusters in time.

The comparison of observations with simple numerical models gives us insights in how
atmospheric water vapor is distributed:

o Understanding the mixing occurring on dry/moist isentropic surfaces between the
moist Tropics, the dry subtropics, and the sub-saturated mid-latitudes is central to
understanding the distribution of water vapor [4, 2, 1, 10, 16].

o The Probability Density Function (PDF) of water vapor is bimodal with a dry and a
moist spike [15].
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e There is a consensus that microphysical processes do not need to be known precisely
to understand the distribution of water vapor, at least outside of the Tropics, and
that focusing on computing the advecting wind with precision is more relevant in
most cases [5, 20].

The last point justifies the advection-condensation paradigm, which assumes that the dis-
tribution of water vapor can be deduced from the velocities in the atmosphere and the
saturation specific humidity profile, without a precise knowledge of the microphysical and
convective processes producing this profile. It is an interesting alternative to models that
need a precise knowledge of the atmospheric properties at each location [17], and was
initially used to compute the short term evolution of a given water vapor field in the at-
mosphere using the observed wind field data. Pierrehumbert et al. [15] started using a
stochastic advection-condensation model to understand the fundamentals of water vapor
distribution. Assuming a one-dimensional Brownian motion for the air parcels and an ex-
ponentially decreasing saturation specific humidity profile, they were able to solve initial
value problems and obtain the PDF of moisture numerically. O’Gorman and Schneider
[12, 13] added correlation to the stochastic velocity field by assuming that it was governed
by an Ornstein-Uhlenbeck process (Gaussian colored noise). They were able to analytically
compute the moisture flux and the condensation rate in the Ballistic and Brownian limits;
they computed the same quantities numerically in the 1D/2D case. Sukhatme and Young
[23] were able to solve for the PDF, the moisture flux and the condensation rate in the
general case (giving significant insight in the physics of the process), but they had to come
back to a white noise process for the velocity field.

Thus, our first motivating questions are: What are the physics of the advection-
condensation model in the case where the velocity process has a finite time-
correlation? Is it possible to analytically approximate:

e The bimodal PDF of specific humidity?
e The moisture flux?

Understanding how the flux of a condensing scalar behaves in the case of a stochastic process
correlated in time has broader applications and leads to new motivations, as we show in
paragraph 1.2.

1.2 Diffusivity of a passive scalar

A passive scalar is a diffusive substance with no dynamical effect (such as a change in buoy-
ancy) on the fluid flow that contains it [27]. Under certain conditions, anthropogenically
introduced dyes, biological nutrients, and of course water vapor can be approximated as
passive scalars. Here, we show how the Lagrangian evolution equation of a passive scalar
q influences its diffusion, ie its movement down a given concentration gradient G' (in m~1).
If the scalar has no sources nor sinks, it can be shown [24] that in a statistically steady
state, its flux F, verifies Fick’s law:

F, ¥ vd = -pa (1)
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where (X) is an appropriate ensemble average on the fluid’s parcels, and the deviations from
this average are denoted with a prime. v is the parcel’s velocity, defined as the Lagrangian
time-derivative of its displacement, and assumed to have a mean value equal to zero without
loss of generality. In Fick’s law, we define the coefficient D (in m?.s7!) to be the diffusivity
of any passive scalar ¢. In the absence of sources and sinks:
+oo
D = C(r)dr (2)
0

where C is the steady covariance of the velocity process v:

C(t) = v(t=71)v(t=0) (3)

and ¢ (in s) is a measure of the time. This simple result shows that the sole understanding
of C can fully describe the diffusion of q. Now, let us consider the case where ¢ is linearly
damped at a frequency A. The evolution of the perturbation of g from its gradient G is
given by:

d/
N+ Gu=0 (4)

Integrating this equation in time, applying a proper ensemble average, and assuming that
the statistically steady state has been reached, we find that F; follows an adapted Fick’s
law, with a special diffusivity that depends on the damping rate \:

+oo
Dy = /0 exp(—A7)C(7)dr (5)

In the limit of a null damping (A = 0), or a white noise velocity process (C(7) = D 01 (7)),
we recover the case without sources or sinks. In general, linear damping decreases JF; while
keeping it proportional to G (ie Fickian), since the rate of damping X is the same everywhere
in the fluid. The previous generalization of Taylor’s diffusivity has applications in biology,
where biological properties can be advected by the the flow as well as consumed at a linear
rate, and allows to compute the eddy fluxes of the biological properties at all time [9]. If we
try to apply the same reasoning to a condensing scalar g, the evolution of the perturbation
q’ is given by:
dq'

o TevT Mg —a"(WIHlg—q"(y)] =0 (6)

where condensation brings back linearly the scalar ¢ to its saturation value ¢* when ¢ >
q*. We have defined the Heaviside function # and the condensation time A\~'. A key
motivation of this work is to find how F, deviates from its Fickian upper bound
—DG in the case of a condensing scalar. We immediately see that we need a positive
damping (A > 0) and a correlated process (C(7 > 0) # 0), to avoid the case Dy = D which

would not provide any insight on F,.
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2 The Advection-Condensation Model for Specific Humidity

2.1 Specific humidity
We begin by defining the specific humidity ¢ of a parcel as:

def My
= — 7
9= (7)

where m, is the mass of water vapor in the parcel and m; is the total mass of the parcel.
We assume that ¢ is governed by the following advection-condensation equation:

Dq _

=5 8)

which involves:

e The material derivative on an isentropic surface:

D get O

where if we define the position vector on the isentropic surface 7, the velocity on the
isentropic surface is defined to be:

o7
T (10)
and the gradient is defined to be:
def O
VE S (1)

e A condensation sink C that instantly brings back the specific humidity ¢ to its satu-
ration value ¢*:

C= lim Mg—qYH(g—q") = |V, ¢=min(q,q")

A—400

(12)

e A source term S, which we will model in different ways throughout this report.

2.2 An example of saturation specific humidity profile
2.2.1 Saturation specific humidity

The saturation specific humidity ¢* can be expressed as a function of the saturation water
vapor partial pressure e* and the environmental pressure p using the ideal gas law (eg [6]):

ee*
= 1
1 p—(1—¢)e* (13)
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where € is the ratio of the specific gas constant of dry air r4 and water vapor 7,:

def Td 287J. K 1.kg™!

~ ~ 0.621 14
ry  461JK-1.kg—! 0.6 (14)

We can then use an integral version of the Clausius-Clapeyron equation if we want to
express the saturation water vapor partial pressure e* as a function of the environmental
temperature 7. Clausius-Clapeyron relation, valid for an ideal gas undergoing a phase
change in thermodynamic equilibrium, can be written:
de*  Lye*

Tz Tv 1
dl r,T? (15)

where L, (T) is the latent heat of vaporization of water vapor. An approximate integral of
the previous relation is given by Bolton’s formula:

17.67T[°C]

e*(p, T) ~ 6.112 - eXp(m) (16)

2.2.2 Exponentially decreasing profile

Let’s assume that the temperature only varies with latitude, and that its meridional gradient
is constant:

where (Tp, AT, Ay) are known parameters. Integrating Clausius-Clapeyron’s 15 relation
keeping e*’s prefactor constant, we obtain:

Lo(Ty) AT
2

* * L’U(TO) *
— *(T, T — T = *(T, _ 24
e = ¢*(To) exp| ro T ( 0)] = € (To) exp| rIg Ay

¥ (18)
We then neglect the reduced saturation water vapor pressure (1 — €)e*, compared to the
total pressure p that we assume to be approximately constant p &~ pg, so that the saturation
specific humidity 13 can be written:

q*:L%ie - € (Th) - Ly(To) AT

p—(1—ee " po Do T2 Ay

Yl (19)

The previous relation 19 gives us a saturation specific humidity profile that exponentially
decreases with latitude:

7" (y) ® Gmaz exp(—ay) < y*(q)%—lln( () (20)

where we have introduced the following physical parameters:

d_ef ee* (To)

Gmaz = —— ~ 2.5% (21)
Po
def Ly(To) AT 7.1 1
Lo 2 X410 o 22
C T LTE Ay " 2500km (22)

where the following orders of magnitude have been used:
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e For the planet Earth, the Equator’s temperature annually averages at Ty ~ 30°C and

the North Pole’s temperature has an average around 7p — ﬁ—g(ag) ~ —20°C, leading

to a global temperature gradient of 2—5 ~ 5.1073°C.km~ 1.

« The latent heat of vaporization of water: L, ~ 2.10%J.kg~!.

e We can estimate the saturation water vapor pressure at Ty using Bolton’s formula:
e*(Tp) ~ 42hPa ~ (4%)po.

0.025

0.0z

0.mar

0.0

(0.005 -

¥ [m] v

Figure 1: Approximate profile of ¢* vs y for the Earth’s atmosphere

2.3 Global distributions in the advection-condensation model

Under certain conditions, the global distributions of displacement and specific humidity
have universal forms. Let’s consider the following set of assumptions for an advection-
condensation model defined by equation 8:

e We work on a latitudinal domain, extending from y =0 to y = L.

o We assume that the saturation specific humidity is strictly decreasing from from y =
0 where ¢*(0) = @¢naz to y = L where ¢*(L) = @min. We represent the domain in
(¢,y) space on figure 2 to make its boundaries more concrete to the reader.

e We assume that the system has reached a steady state so that its Probability Density
function (PDF) p(q,y,v) satisfies:
dp
X _o 23
T (23)
e We assume that the velocity v of the system is governed by an isotropic and homoge-
neous stochastic process.
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9 = Amin q 9 = 9max
Figure 2: Domain in (g, y) space

Under the previous assumptions, we expect the global distribution of displacement:

def 7" (y)
)™ [0 [ dgola.p0 (24)
R dmin
to have no gradients in y, ie:
dPy
- 2
7 =" (25)

It is then possible to compute the constant Py from the normalization condition on the

steady PDF p:
L a*(y) L
1 :/ dy/ dv/ dgp(q,y,v) :/ dyPy = LPy (26)
0 R 0

dmin
From the knowledge of Py, we can rewrite the normalization condition on p in a way that
does not involve any integral in y:

*(v)
/Rdv/ dqp(q,y,v) =

dmin

(27)

SIS

This very powerful constraint will allow us to compute exact analytical solutions for the
PDF in special cases. Furthermore, it determines the form of the global distribution of
specific humidity, as we will show now. To simplify the proof, the marginalization over the
variable v is always implied. From the fact that Py is constant (equation 26):

Py (0) + Py (L)

v, Arly) = O (29)
Integrating 28 from 3’ = 0 to ¢y = y yields:
q*(y) v . v o , y
[ da [ atastiaa = [T ay P = §ipy©) + (o) (29)
dmin

where we have used Fubini’s theorem to exchange integrals. As po[q > ¢*(y)] = 0, we can
prove from 29 that:

/ " g / "y ola.y')da = %[PY(O) + Py (L)) o
a*(y) 0
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We change the independent variable from y to ¢ in equation 30, and carefully adapt the
bounds of the integrals using figure 2:

dmas ("(7) PN T (Q) max / / /
/ /0 p(q,y)dgdy = 2/ [p(q',0) + p(q', L)]dq (31)
q q

Differentiating equation 31 with respect to ¢ gives:
]' d * maz / / /
Polg) = 5@{y (q) [p(d',0) + p(q’, L)]dq'} (32)
q

where we have defined the global distribution of specific humidity:

def v (@) / /
Polq) = /Rdv/o Poc(q, Y, v)dy (33)

Because of the condensation rule 12, there can only be parcels of specific humidity ¢ = gmin
at y = L. Adding the normalization condition 27, it means that:

5+ (q — Qmin)

- (34

p(qd, L) =

Using 34 in equation 32 gives:

d dmazx , d y*(q) dmazx 1 dy*

—{y* Lydd} = — 5T(¢' = qmin)dq'} = = =044, . +6T(q—Gmi
a0 @ [ ptd D'y = U0 [T 8t i)} = L S 0 (i)
where dyq,... is the Kronecker symbol for ¢ = ¢p,. The first term is only nonzero when

q = Qmin, and is finite, which means it will be negligible compared to the second term
in practice. As a consequence, we obtain the following general expression for the global
distribution of specific humidity:

PQ(Q):72 +§@[y

(q) / " p(q',0)dq'] (35)

Not only does this distribution show the presence of a dry peak in the PDF, but it also
states something very fundamental about the parcel’s history. Indeed, since the velocity
process is isotropic and homogeneous:

o Half of the parcels have last hit the dry Northern boundary, and have been dried to
¢ = @min- They constitute the dry peak of Pg(q) which has a % amplitude.

e Half of the parcels have last hit the moist Southern boundary, and have been re-
moistened by the Southern boundary condition coming through p(¢’,0)dq" as well as
condensed because of the saturation specific humidity profile, explaining the presence

of y*(q).

We will see in section 4 where the advection-condensation model is solved for many different
cases, that the form 35 of the global distribution of specific humidity universally applies as
long as the assumptions stated at the beginning of this paragraph 2.3 apply.

234



3 Brownian Linearly Damped Motion on an Isentropic Sur-
face

3.1 Preliminary assumptions

Before dealing with the complexity of condensation, we begin with a simple linear damping
model for moisture, similarly to what has been tackled in the introduction (cf equation 4).
We make the following simplifying assumptions:

1. We reduce our problem to a 1D Cartesian process on a line, parametrized by its
ordinate y.

2. The domain we work on extends from the Equator (y = 0) to a given latitude L > 0.

3. We model the source term S following [23]. The model "resets" the specific humidity
q to a random value chosen from a specified distribution ®(¢) when it encounters
the Southern boundary of the domain (y = 0). Physically, we could think of the
fictive domain y < 0 as the Tropics, that remoisten the dry parcels that are advected
southward by the mid-latitude eddies. The normalization condition on ® yields:

qma:l:
/ b =1 (36)
dmin

4. The sink term is a linear damping with a typical decay frequency A:
Clq) = Aq (37)
3.2 Stochastic differential equation and Fokker-Planck equation for the
PDF

For simplicity sake, we assume that the moist parcels have a Brownian motion of diffusivity
k, leading to the following stochastic differential equation (SDE) for the position Y (¢) and
the moisture Q(t) of the moist parcels:

{dY(t) = V2kdW (1) (38)

dQ(t) = {S[Y (1)] - ClR)]}at

where W (t) is a Wiener process. The corresponding steady Fokker-Planck equation (FPE)
for the PDF p can be written by identifying the drift and the diffusion terms in the previous
SDE 38: 5 52
P

—[(S=C)p| = k— 39

5LlS —C)pl = w5t (39)
Note that integrating this equation from ¢’ = 0 to ¢ = ¢naz and using the normalization
27 gives:

dmax 82 P 82 2

, dmax ; ; a 1
dq p(q' y)dq' = k5L =0
0

—Nmaz max = a0 A Y
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¥y, p(Gmaz,y) =0 (40)

In order to solve the FPE, we change variables:

{y /3 (41)

g > In(fmes)

We are then left with a diffusion-amplified equation in our new (q,y) space:

2
0 1 0

(%_ —TyQ)PZO (42)

Note that the normalization condition 27 in the new(q, y) space yields:

+oo
1 = Lgmax /0 exp(—q) - p(q,y)dq (43)

3.3 Solution to the steady FPE 42

First, we need to define 3 boundary conditions:

1. The resetting at the Southern boundary along with the normalization condition im-

pose:

oy = O) _ (I)(qlc/lim) _ (I)[Qmax ZXP(_Q)] _ (i)(q) (44)

2. We impose a no-flux boundary conditions at the Northern boundary:

dp

Soy=1)=0 (45)

where we have introduced the dimensionless extent of the domain:

e )\
1, &ef Ldim\/; (46)

3. With the new variables 41, equation 40 can be written:
plg=0)=0 (47)

The mixed boundary value problem on a finite domain has an exact analytic solution, given
by:

T [ s w(2n 2(2n 200 _ o
p(q,y) = 72 /() dq' ®(q') exp(q — ¢) Z(Qn +1) Sin[%] exp[— (2 +41L)2 (¢—q )]

neN
(48)

We now focus on given remoistening profiles ®(¢) in two specific cases:
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1. In case I, we consider a complete remoistening at the Equator:

def o
q)I(Qdim) = d (Qdim - Qmax) (49)
corresponding to ®;(q) = (SL_d@' Coming back to the dimensional variables (p, q,y),

the PDF in case I can be written:

7r2n(2n+1)2 1

T(2n+1)y, g | mxCenin?
57 qmax) L (50)

T® .
pr(q:y) = ~75 Y (2n+ 1) sin|
AL neN

2. In case II, we consider a uniform remoistening at the Equator:

@77(qdim) = _ (51)

dmax — 4min

1
Laim (Qma:c _Qmin) ’

(¢,y), the PDF in case II can be written:

corresponding to @ 11(q) = Coming back to the original variables

B K (2n + 1)42 L2
B )‘LS(Qmax - Qmin) neN 7T2(27’L + 1)2 — 4%1/2

_ 7r2ri(2n+1)2

T(2n+1)y g \1-mieCnin?
5T Hl—(qmam)1 DN

sin[

pr1(q,y)
(52)

3.4 Global steady PDF

From now on, we come back to dimensional variables. By definition, the global steady PDF
is:

L
Pqlq) = /0 dyp(q,y)

1. In case I:

TF2N<2TL+1)2 1

Pa(a) = oy 30 ()R (59)

neN quLiE

Note that Pg can be expressed using an elliptic function:

26 Qmaz 4 \=(z)2
P q = — . 9 07 ANL

where 05 is the Jacobi theta function of second type, defined by:

Oaz,q) = ¢"+3)° . expl(2n + 1)iz]
nez

2. In case II:

1— 71'2&(2n+1)2

2 2n 4+ 1)42 12
. 2(n+)2,$ 55— ( T (59)
Amazx — Qmin) nen T (27’L + 1) — 4EL gmazx

Pqlq) = VI
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3.5 Averages and moments of the distribution

By definition, the average of a function f(q) is:

e[ " H@)p(a.v)dg (55)
0

Using the expression computed for p, it is possible (but tedious) to estimate < f > for
any well-behaved function. For our problem, the moments of the distribution < ¢" > are
particularly interesting as they correspond to the average moisture (n = 1), the average
square moisture (n = 2)... To compute the average moisture, we multiply the steady FPE
39 by ¢ and integrate the result from ¢ = 0 to ¢ = ¢mas:

dmazx a dmazx OQPOO
dqg— (Agpoc) + Ii/ =0 96
/0 q qaq( qpso) . Ty (56)

Integrating 56 by parts, noting that the boundary term is zero, and using the definition of
< q >, we find a very simple equation for < ¢ >:

0%g

More generally, for < g, >, multiplying the FPE 39 by ¢ and integrating by parts gives:

_ 0%qn 9"
niqt = /ia—q2 & ng"
Y

(58)

We are thus left with a simple second order differential equation with constant coefficients
to solve, where the two boundary conditions are given by:

1. The resetting condition at the Southern boundary:
dmazx n n
q"(y=0)= / q"®(q)dq = P < Gaq
0
2. The no-flux condition at the Northern boundary:
—q"(y=L)=0
95" (y=1)

leading to the following solution:

77 (y) = Bulcosh(y/my) — tanh(y/nL) sinh(v/ny) (59)

Note that in the specific case of a complete remoistening at the Equator 49, we obtain

<I)n = qua:c .
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Figure 3: %% for n =1 (red) n = 2 (green) and n = 3 (blue) vs y for L = 1 (left) and

n

L =10 (right)

We can see that:

e The moments of ¢ are damped faster throughout the domain as the dimensionless
extent of the domain 46 (which varies proportionally to the damping frequency \)
increases.

e The higher moments of g are damped faster than the lower moments of ¢, which was
to be expected with a linear damping, which effect is amplified when multiplied by

n

q-.

3.6 Diffusion in the linearly damped case

Let yo €]0, L[: if we integrate the dimensional equation for g 57 from y = yo to y = L, we
obtain:

L
A / ddy = —mgg)yo — Fl) (60)

1

This indicates that in steady state, the linear damping of moisture in the Northern part of
the domain y > ypis compensated by the Fickian diffusive flux of moisture F(yg) from the
Southern part of the domain y < yg to the Northern part. As shown in the more general
case, we obtain that the diffusivity of the linearly damped moisture ¢ is equal to  in the
case of a white noise velocity field.

3.7 Numerical experiments in the complete remoistening case ®;(q) =
6+(q - Qmm)

To check the validity of our general solution in this specific case, we numerically simulate

the SDE with the following dimensional values:
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Ntot = 3.

L=1

dmaz = 1

k=1

10*

and compare the numerical PDF to the marginal distributions Py (y)and Pg(q) for different
values of the damping frequency A:

Marginal pdf vs Histogram as a function
1200 T T T

of latitude

Murnber of parcels

Murnber of parcels

Mumber of parcels

Figure 4:
{1,5,10} (top, middle, bottom)
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To interpret the previous results, it is useful to remember that our system is governed
by the dimensionless extent of the domain defined in 46:

o For small damping L? < 1:

27 -2 _
PQ Z q (2n+1)"L7 (L_>O) o (q - Qma:(:)
neN*

and the moist peak of the distribution near ¢ = @nqe dominates. Physically, the
moisture of the parcels do not have time to damp before the parcels encounters the
Southern boundary and is completely remoistened again.

« For large damping L? > 10:

P xqg bt - 5t
2(q) < q Lo (9)
and the dry peak of the distribution near ¢ = 0 dominates. Physically, the moisture of
the parcels damps out very fast after the parcels have been remoistened, and it takes
them a long time before they re-encounter the moistening Southern boundary of the
domain.

o For intermediate L? € [1,10], the distribution of the parcels is bimodal, with a moist
and a dry peak.

4 Time-correlated Velocities

White noise does not exist in nature, and atmospheric data indeed show that velocities are
correlated in time, the correlation time usually being the typical eddy turnover time.

4.1 The Ornstein-Uhlenbeck model

4.1.1 Gaussian colored noise

We replace the white noise in the previous part by Gaussian colored noise for the Lagrangian
velocities. According to Doob’s theorem, this noise can be obtained through an Ornstein-
Uhlenbeck process for the velocities. If we consider 1D meridional motion, our new system
of SDEs can be written:

dY (t) = V(t)dt
TdV (t) = =V (t)dt + V2kdW (t) (61)
dQ(t) ={S[Y (t)] = C[Y(2), Q(t)]}dt

where V(t) = E is the meridional Lagrangian velocity of the process, and « its associated
diffusivity. The Ornstein-Uhlenbeck process is a standard model of turbulent dispersion
[26, 14, 18], and the novelty of the stochastic advection-condensation model is to introduce

the condensing variable Q). The corresponding FPE for the PDF p(t, q,y,v) can be written:

8p 0 0 10 Kk 0%p
En aq[(s C)p] + a*y(ﬂ“) = ;%(Pv) + 352 (62)
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It can be proven that the auto-correlation function for the Ornstein-Uhlenbeck process can

be written:
_ta =t

T

) #0 (63)

which is what makes this noise "colored" in contrast to white.

E[V (1)V (t2)] = = exp(

4.1.2 Marginalized distribution

We make the Fokker-Planck equation non-dimensional by rescaling:

Y
— — 64
v (64)
T
=4 — 65
v v (65)
If we marginalize the distribution over ¢:
qof [TW
p(y,v) = / p(t, q,y,v)dq (66)
Gmin
we recover the well-known FPE for the OU process from the FPE 62:
dp 0 0 Oop
—+ = = — — 67
5+ ay(vp) 5, (P+50) (67)

The solution of equation 67 along with the full normalization condition for the PDF p 26
is the well-known Maxwellian distribution:

1 v2

p(y,v) = NoLT exp(——-) (68)

2
We have introduced the sole dimensionless parameter of our model, ie the dimensionless
domain’s extension:

7 def Laim

VKT

In the ballistic limit L < 1, the domain is so small that the velocity of a given parcel is

constant in time. In the Brownian limit L > 1, the domain is so large that the displacement
of a given parcel is a white noise process. Both cases are studied in A.

(69)

4.1.3 Steady PDF in the general case

We transform the steady version of the FPE 67 by changing variable for the density p, using
the solution 68:

p(y,v
p > ( )p
K

(70)
giving:
Op . def 0°p  Op
v— =D

- = 93 Vo 1
dy P= 52" Yo (1)
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Note that the normalization condition for p is now simply:
7" (y)
W) [ play)da =1 (72
dmin
In order to solve 72, we first look for exponential solutions in y (or more rigorously we

Laplace-transform the previous differential equation in y):

p(q,y,v) o< exp(ay)pa(v)

where the functions ¢, are the eigenfunctions of the following eigenvalue problem:

(73)

It is shown in the appendix B that the functions ¢, for o € N, along with the generalized
eigenfunction v — v, constitute an orthogonal basis in which we can expand any well-
behaved function which verifies the initial differential equation. Solving a half-range problem
is a hard mathematical problem, and adding the specific boundaries of our problem in
(¢,y) space makes the analytical solution too complicated to be tractable in a useful way.
We will thus describe the four steps to solve this problem in the general case without doing
the algebra, based on the fact that the PDF comprises a dry spike, a saturated spike, and
a smooth part (cf appendix C):

1. First, we write p as a combination of the solutions to the differential equation:

p(q,y,0) = B(@)[y — vl + D Aa(q)pa(v) exp(ay)
a?eN

where po(v) = 1. The remoistening condition at the Equator can be written:

p(q,y =0,v > 0) = &(q)

giving a first relation between all the coefficients:

Yo >0, —=B(q)v+ > Aa(q)pa(v) = ®(q) (74)
a?eN

From this relation 74, it is possible to express the function B and half of the functions
Aq using the function ® and the other half of the functions A, (we will call them
C, to avoid confusion). If the projection is done well, ®(g) should only appear in
Ap(q) as it appears as a constant in y in the final solution.

2. Then, we decompose each function (C,) in a dry and a smooth part:
Ca (Q) = Ca,dry5+(q - Qmin) + Ca,smooth(Q)

which implies that all the functions of ¢ : (A, B) have a dry and a smooth part. To
find the coefficients C, gry , we apply the normalization condition 72 for the southwards
moving parcels at y = L where ¢ = ¢*(y) = gmin- We can only apply it to the
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southwards moving parcels because the northwards moving parcels have a saturated
peak, as we prove in appendix C:

dmin
Yo <0, 1= / p(q,y = L,v <0)dq = Bary[L — v] + Z Ca.drypa(v) exp(aL)
dmin Oé2€N

(75)

3. We then need to compute the smooth part of the functions: Cq smooth(¢)- It is also a
half-range problem in v, as we can only apply the normalization condition 72 for all
y to the southwards parcels which do not have a saturated peak:

a*(y)
Yy,Vo <0, 1= / p(q,y,v)dq

dmin

a" () 7" (v)
Vy,Vv < O, 1= [Bdry+/ Bsmooth(q)dq} [Lfy]+ Z [Ca,dry+/ Ca,smooth(q)dq]@a (U) eXp(Oéy)

Tmin 2eN Amin

Changing the independent variable from y to ¢ and adapt the bounds of the integrals
using 2:

q q
Vq,Vv < O, 1= [Bdry"‘/ Bsmooth(q,)dql][l/_y*]'i‘ Z [Ca,dry+/ Ca,smooth(q/)dq/](pa (U) exp(ay*)
q 9min

min

a2eN

(76)
and we can find the functions Cy smooth by solving the previous equation 76 for each
7Oy smooth(¢')dq’ and then differentiating with respect to g.

dmin

4. Finally, once all the coefficients have been determined, we need to add the saturated
peak to the northwards PDF (cf C):

p(q,y,v) = B(Q)ly —v] + Y Calq)@a(v) explay) + W(y,v > 0)6" (¢ — ¢*)
a?eN

where W(y, v) is an undetermined weight function such that W(y,v < 0) = 0. We can
find its positive part by applying the normalization condition 72 to the northwards
PDF:

a*(y)
Yy, Vo >0, W(y,v >0) = 1—/ {B(@)[ly—v]+ D Calq)pa(v)exp(ay)}dg (77)

dmin a2eN

4.1.4 Global distributions

For the Ornstein-Uhlenbeck process, the assumptions at the beginning of paragraph 2.3 are
verified, giving us the global PDFs in y defined in 24and the global distribution in ¢ defined
in 33:

(78)

i

Py (y) =

2PQ(q) = 5+((] - sz’n) - *?[Ay*} (79)
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The global PDF in v can be found by integrating 68 in y:

L 2
Po) ™ [ dupty) = S esn(—) (50)

To check the validity of the previous analytical expressions, we simulate the global PDFs
in the classical case of the complete remoistening at the Southern boundary ®;(q) =
07 (¢ — Gmaz) and an exponentially decreasing profile of saturation specific humidity ¢*(y) =
Gmaz €Xp(—ay). We choose the following parameters:

Niot = 10°
Qmax = 1

dmin = Gmazx eXp(—OéL) =0.1
(ky=1)(T=1)

and compare the analytical expressions found for the global distributions Py (y), Pg(¢) and
Py (v) to the numerical simulation of the Ornstein-Uhlenbeck SDEs:

w10t Marginal pdf vs Histogram as a function of latitude w10t Marginal pdfvs Histogram as a function of specific humidity
T T T T T T T T 4 T T T T T T T T T

25

Figure 5: Numerical (blue) vs analytical (red) global PDFs for the Ornstein-Uhlenbeck
model in case I of a complete remoistening
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4.2 The two-stream model
4.2.1 Preliminary assumptions

A discrete version of the Ornstein-Uhlenbeck model (4.1) is the n-stream model (appendix
D), where it is easier to compute exact analytical solutions for the PDF for small n. The
simplest n—stream model is the 2—stream model, defined by the following assumptions:

1. We work on a bounded domain y € [0, L], where the saturation specific humidity
q*(y) is a strictly decreasing function of latitude.
2. The parcels are remoistened at the equator by a distribution ®(g) normalized to 1.

3. We have two ensembles of moist parcels with an exchange frequency g:

e The parcels moving Northward, which have a velocity +V, and are described by the
PDF N(q,vy).

o The parcels moving Southward, which have a velocity —V', and are described by the
PDF S(q,y).

The equations for (N, S) are thus:

(81)

ON ON
G+ Ve =5(S-N)
oS oS
B -vE-—4(N-9)

4.2.2 Steady southwards PDF

We now assume the northwards and southwards PDF (N, .S) to be steady. Their normal-
ization conditions can be deduced from 26:

7" (v) 7" (v) 1
Yy, / N(q,y)dq = / S(q,y)dq = 5 (82)

dmin dmin

We change variables to make our equations dimensionless:

By
—= 83
Y=y (83)
Vv
(N, S) — (E)(N’ S) (84)
to obtain the steady dimensionless version of 81:
ON _ 0S8
gy N 8yS =5S—-N (85)
gy(N+5)=5-—

Note that the system is governed by a single dimensionless number, the dimensionless extent
of the domain:
def BLdim

<
|4

(86)
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The boundary condition along with the normalization condition 82 yields:

Nig.0) =) [ s(a.0d0 = 52 (87)

dmin

Integrating the previous system 85 using 87 yields:

{N@JDZyA@%+§?
S(a,y) = (y +2)A(q) + %2

The PDF comprises a dry peak, a smooth peak and a saturated spike (cf appendix C).
Here, we decompose A into a dry peak and a smooth part:

A(q) = Asmootn(q) + Adry5+(q — Gmin)
The normalization condition 82 for S at y = L where ¢ = ¢min = ¢*(y) yields:

1

Agy = ————
T OL(2+ L)

The southwards PDF S satisfies the normalization condition for all y € [0, L], and does not
have any saturated peak by definition (cf C):

7 (y) 1 a*(y) 7" (v)
1=21 [ Sando =+ 12 [ Awnlade) + [ Bla)dg

dmin dmin dmin

Jiy ®loda 1
Y+ 2 2+ L

7" (y)
2L/ Asmooth(Q)dq = (88)

dmin
Switching the independent variable from y to ¢ , changing the bounds of the integrals
following figure 2, and differentiating the previous equation 88 with respect to ¢, we obtain:

d Ag)

2LA = —
smooth dq 2+ y* (q)

which allows us to express the PDF S as a function of (A, y*):

Jr —_ .
ﬂﬁ@w%=@+2m22ﬁ$@)+5(g+%mh_§2

(89)

In the two previous equations, we have introduced the Cumulative Distribution Function
of the remoistening distribution ®:

0™ [ " 8 ()dg (90)
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4.2.3 Steady northwards PDF

We incorporate a saturated spike W(y)d~ [¢ — ¢*(y)] in the total northwards PDF N:

N(g,y) = N(a,y) + W(y) - 67l = ¢" ()]
The total normalization condition for A/ (82) can now be written:

() q*(v)
1=2L N(q,y)dq = 2L/ N(q,y)dq +2LW(y)

dmin dmin
which allows us to compute the weight W(y) of the saturated spike in this specific case:

1=1- 2JFQyA[q*(y)] +2LW(y) = 2LW(y) = Qiy/\[q*(y)]

The generalized northwards PDF is then:

- d A(q) 5+(q - Qmin) dA 2A[q*(y)]
2LN(@,9) =¥l 5T @) 21 L ) dg T 2iy

6" lg—q"(y)] (91)

We can verify a posteriori that the value found for W in this paragraph agrees with the
differential equation we derive for the saturated weight W in appendix 119:

aw = w 2 dg*dA, , yA(q¥)
2L(— 4+ —) = —— —
(dy+2) 24y dy dq<q>+(2+y)2
dA [ dy* *
dA CT(Q ) TA(Q )
2LN(q* =——(q" d -

dA [ x
dq* dg* 3 (@) yA(g") aw W
N(g*, y) =2 d + =2L(— + — 92
dy (" 9) dy 24+y (24 y)? (dy 2) (92)
Equation 92 is just the weight equation 119, multiplied by the dimensionless extent of
the domain L, which proves that it indeed represents the amount of supersaturated parcels.
Note that adding the saturated peak in the PDF might prevent it to satisfy the remoistening

boundary condition at y = 0 87 in the special case where:

—2L

WO = Manarl = [ ®ada £0 > 0(0) = 5 (0~ nas)

dmaz

This special case is treated in appendix F of this report. However, if we are to simulate this
special case numerically (which we will do in 4.2.8), we will have a peak of finite amplitude
e # 0, which will result in W,ymerica(0) = 0.
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4.2.4 Steady global distributions of specific humidity
The global distribution of specific humidity are by definition:

e For the southwards parcels:

def y*(q)
2Ls(q) = 2L/0 S(q,y)dy

Using equation 89:

*(4 YO (q — Gmin *(4 Yd A LAA
2Ls(q):y(er) (¢—¢ )+y(+y)7 (9) _ A
2 24+ L 2 dq 2 + y*(q) dq
L(L+4) (y*)? dA  dy* y* (4 +y")
ALs(q) = Z206¥ (g — Guuin) — e 93
e For the northwards parcels:
dof y*(q)
2Ln(q) = 2L N (g, y)dy
0
Using equation 91:
2Ln(g) = ()07 (q—gmin) | W)*d  Alg) WAL dy 2M(g)
2 2+ L 2 dq2+y*(q) dq dg "2+ y*(q)
L y*(4+y)dA  dyt 8+ 4y + (yF)?
ALn(q) = (g = qoin) — 2ot Y E0 T BT T W) 04
ne) = o0 i) - T T A Ry (94)

e For all the parcels, following definition 33, the global distribution of specific humidity

is given by:
2LPg(q) & 2L(n + 5)(q)

1d

2PQ(Q) = 5+(q - Qmin) - Zdiq[

Ay”] (95)

Result 95 is equal to the universal form of Pg(q) 35 found in paragraph 2.3, as the two-
stream model verifies the assumptions listed at the beginning of this paragraph.

4.2.5 Averages

By definition the average of a function f(q) is:

def

. ()
F) <L / F(@)(N + S)dg

dmin

Using the expressions 91 and 89 we computed for (N, .S):

+ _ .
LIN+S)=[y+ 1”52241:(;)((1) + 0 (ngqum)] “l +
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(96)

2Ty 6" [g—q"(y)]



We can use integration by parts on integral 96 to obtain f as a function of (A, ¢*(y), f, g—{;):

_ 7" (y) 7" (y)
Fo) = apa ) - ) [ gt [T S e on

The meridional gradient of average 97 can be computed using Leibniz’s formula to differ-
entiate integrals, giving a fairly simple expression once simplified:

= « ANY T * a*(y
df _ dg {Adq}m_/ Ve A dy (98)

dy dy 2+vy amin 2T Y dg

We can use expressions 97 and 98 to compute the average moisture content and its merid-
ional gradient as functions of latitude:

) A(g) a(¥) JA
q(y) =q¢"ANqg") — (y+1 / ——d —/ —qdq 99
() (@) —(+1) By g (99)
dg _ dq* A(q") /‘f‘@ A
—= = — d 100
by dy 2ty ), {2+y*}(Q) q (100)

4.2.6 Diffusivity of parcels in the two-stream model

The diffusivity of parcels in this model can be most easily computed by coming back to the
initial equations 4.2 and working with dimensional variables. We define the dimensional

northward flux of parcels as:

F. Y yv - (101)

From the initial equations 4.2, we can relate the meridional gradient of the concentration
of parcels ¢ to the flux F. defined in 101:

0 dc I3

V—(N+8S)=V—=08(5—N)=—-=F.
SN+ 8) =Vl = 5(S - N) = ~ .,
giving Fick’s law for the parcel’s flux:
dc
.Fc H@

where we have defined the dimensional diffusivity of parcels:

def V2
K= —

p

In this case, we can prove that the diffusivity is consistent with its more fundamental
definition. First, let’s compute the correlation function for the velocities of the system in
two different ways to better understand the system. To avoid the trivial case with no/weak
exchanges of parcels, we release all the parcels at ¢ = 0 at the Southern boundary, which
means they all initially have northwards velocities:

(102)
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1. We can directly solve the transient regime between ¢’ = 0 and t' = t:

{cgtv —5(S—N) . {2N =1+ exp(—pt)
8 28 = 1 — exp(—pt)

where 1 = (N — S)(t = 0). The correlation at time ¢ is then:

C(t) = VOV () = VAN = S)(0)(N — §)(t) = V2 exp(—Bt)

2. We can also note that from the exchange equations, the probability of n signs reversal
is given by the Poisson distribution of coefficient g:

Bt (B1)"

P(n) = exp(~5 ) b

The correlation at time ¢ is the expected value of V(0)V (¢):

_ _ _ _ Bt~ (B)* (Bt)?+
Ct)=V -V[P(n=2k)—P(n=2k+1)] = V2 exp(—?) % Sokok] T (9% + 1]
C(t) =V? exp(—%) : [cosh(%) — sinh(%)] V2 exp(—ft)

In both cases, the diffusivity of the system is then equal to Taylor’s diffusivity defined in 2:

V2

-5 (103)

w= [ = / V2 exp(—Bt)dt
Ry R,

which is consistent with the fact that the parcels are purely passive tracers.

4.2.7 Diffusivity of moisture in the two-stream model

If we now want to look at the diffusivity of moisture, we need to compute:
1. The dimensional northward flux of moisture:

def qa*(v)
fazL/ (VN — VS)(g)dg
Amin

Fa q*(y)
7=

dmin

qL(N — S)(q)dq

We use the dimensionless expressions found for the PDF 91 and 89 so that integration
by parts yields:
Fo W) A(q)d
Vo 2+ 5L

dmin

* |
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2. The dimensionless mean meridional gradient of moisture computed in 100:

Vdg _ dg _ Vdg Ag") /Q*@ A(q)
Bdy 4By Bdy2+8 ). 2+

leading to a dimensional moisture flux which is lower than its Fick’s value:

Fq dg  dq" A(q")
=2 _ 104
dgq

Fq < ]:q,Fickian = —kR—/—

The difference between F; and F pickian increases as the saturation specific humidity profile
% (and thus the mean specific humidity profile %) becomes sharper and sharper. This

difference is 0 for a flat profile % =0, and the flux is perfectly Fickian in this limit.

4.2.8 Application to an exponentially decreasing ¢*(y) and a given remoistening
®(q)

We make the following assumptions:

1. We assume that the saturation specific humidity profile exponentially decreases with
latitude:

1 q
7 (y) ® Gmaz exp(—ay) < y(¢) = ——In(——)
« (Jmax
2. We assume that the "Southern boundary resetting" produces complete saturation at
y =0 (case I of complete remoistening):

(I)I(Q) =4" (q - Qmam)

or remoistens the parcels from a uniform distribution on [gmin, ¢maz) (case IT of uniform

remoistening):
1
®17(q) =

Gmaz — dmin

To check the validity of our general solution in this specific case, we numerically simulate
the SDE with:

Niot = 106

Qmin = 0.1

Qmax = 1

I = (ﬂ=1()‘SL:d1n)n=2) —9

and compare the numerical PDF to the marginal distributions Py (y) and (Pg,n, s)(q):
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Figure 6: Numerical simulation of the SDE (blue) compared to the theoretical PDF (red) for

f(y) (top left), g(q) (top right), N(q) (bottom left) and S(g) (bottom right) for a complete
remoistening (case I)
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Figure 7: Numerical simulation of the SDE (blue) compared to the theoretical PDF (red) for
f(y) (top left), g(q) (top right), N(q) (bottom left) and S(g) (bottom right) for a uniform
remoistening (case II)

When L is increased, the SDE takes a longer time to reach a statistically steady state,
as it takes longer for the parcels to reach the Southern and the Northern boundaries,
making the numerical simulations of the steady PDF more costful. A good metric to see
if a simulation has reached the statistically steady state, based on the steady expression of
Py(q), is based on the relative intensity of the dry peak/smooth part of Pg(q):

[1PQsmooth (DIl _ , _ 1PQ.ary(d)l
1P (a)ll 1Pe(a)ll

At the beginning of the simulation, this ratio is close to 1, as not a lot of parcels have hit
the Northern dry boundary. As the simulation reaches the steady state, we have proven in
95 that this ratio tends towards % Using this ratio, we can see that if we want to obtain
the steady PDF in the following case:

Niot = 10*

Amin = 0.1

Gmaz =1

L= —(5:1%33“1:2) =20

254



we need to run the simulation at least 10 times longer than in the previous case to obtain

the steady PDF:

Figure 8: Numerical simulation of the SDE (blue) compared to the theoretical PDF (red)
for f(y) (top left), g(q) (top right), N(q) (bottom left) and S(gq) (bottom right) in case I

(complete remoistening)

700

| L
0
q

600
500
400
Z s
200

100

0 01 02 03 04 05 06 07 08 09 1

0 01 02 03 04 05 06 07 08 09 1
q

30

300

0 01 02 03 04 05 06 07 08 09 1
q

1400

1200

1000

0 01 02 03 04 05 06 07 08 09 1
q

700

600

500

0 01 02 03 04 05 06 07 08 09 1
q

Figure 9: Numerical simulation of the SDE (blue) compared to the theoretical PDF (red)

for f(y) (top left), g(q) (top right), N(q) (bottom left) and S(gq) (bottom right) in case II
(uniform remoistening)
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Fortunately, in the case L — 400, the system reaches the white noise limit (cf 4.2.9) and
we can use the white noise SDEs (cf appendix A.2) to numerically simulate the steady PDF
rather than waiting for an infinite amount of time. The global steady PDFs are very good
quantities to check the validity of our analytical solutions because of their universal aspect,
but because of this universality, they tell us very little about the two-stream model itself.

The key quantities we are interested in are the degree of sub-saturation Ggup def q* —q,

the moisture flux F,, and the average condensation rate C = —%. Their dimensional
analytical expression in the two-stream model are respectively:
W) A(q)dg () gA
JsubY) = +1/ *—/ —qsupdyq 105
p(y) =(+1) o 20 B gt (105)
dg  dq", A(¢*
Fo _ _dg _dq" Aq") (106)
K dy dy 248y
Cly) o dg*  A(q* dg* % (@) &g A(g"
Cly) _d°<q> 1 d¢* Aq") _(i)quq _d*q" AgY) (107)
K dy? VTR dy (24882 Cdy” 24 By dy? 94 By

We compare them in case I of a complete remoistening and for the numerical simulations
with dimensionless extents L € {2,20} studied previously:

0.45

0.45

T T T T
% 4 Mum 2-stream % 4 MNum 2-stream
04rF & Brownian H 04F & Erownian
A = == Ballistic A = — —Ballistic
0361 \\ = Ana 2-stream [ 0351 \\ = Ana 2-stream [

Figure 10: < qeup > vs y for L = 1 (left) and L = 10 (right); the analytical expression (red)
is compared to the numerical flux (green)
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Figure 11: F, vs y for L = 1 (left) and L = 10 (right); the analytical expression (red) is
compared to the numerical flux (green)
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Figure 12: < C > vs y for L = 1 (left) and L = 10 (right); the analytical expression (red)
is compared to the numerical flux (green)

Note that the analytical and numerical expressions of C do not agree as well, as they
imply the computation of second derivatives, which is not extremely precise due to the fact
that we have only 25 discrete points to compute it in y.

4.2.9 White noise limit
The white noise limit can be obtained by keeping the diffusivity x = V2 and the dimensional
length of the domain Lgj,, constant while letting (V, ) — 4+00. As a consequence:
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It follows that except very close to the equator (and the proportion of parcels with y close
to 0 decreases very fast as L — 400):
y>1

The behavior of the PDF of the northwards and southwards parcels (91 and 89) follows:

d Alg) | 07(q— gmm), dA d A(g) | 07(q — gmin), dA

2LS(q,y) = (y+2)[— _+ iyl + _af
(¢,9) = (y )[dq2+ﬁ% L ] g y[dqy*(q) T ] aq
d Alg) | 67(q—gmin), dA  2A[g"(y)] .
2LN (q,y) = y[— e T R = ¢ (y)] ~ 1o 2LS(q,
(¢,9) y[dq2+y*(q) L ] dg a4 [a—a"(Y)] ~L—+ (¢,9)
The total PDF is then asymptotically given by:
d AMq) | 07(¢— qmin), dA
LN +S)~ 0o Y[ + - — 108

which means that as expected, we recover the PDF found in the Brownian case (cf appendix
A.2) assuming a white noise behavior in this limit.

4.3 Analytical approximation to the OU model

The n-stream model is the natural generalization of the two-stream model, where we con-
sider n ensembles of parcels with n different velocities, that are exchanged at a rate pro-
portional to g (cf D). As n — +o0, the n-stream model converges to the OU model. Here,
we use the analytical expressions derived for the average sub-saturation and the moisture
flux in the case of the 2/3/4-stream model. We study how well they approximate the same
quantities in the OU model, that we obtain from running Monte-Carlo simulations. The
simulations are very similar to those described in 4.2.8 except that:

o Each parcel is advected by a velocity that follows an OU process with time-correlation
T.

e The parcels do not need to be exchanged between different processes anymore.

We have seen in 4.2.8 that the 2-stream model exactly reproduces the OU global distribution
of moisture Pg(q). In figure 13, the average sub-saturation is very-well captured by the 2-
stream model, except for the boundary layer near y = 0 which requires higher-order models,
such as the 4-stream model. The values chosen for (k, T, Lqin,) give L = 1, and the OU
model is quantitatively closer to the ballistic limit L < 1. As L increases, the OU average
sub-saturation approaches the Ballistic limit, and a maximum appears in the distribution,
corresponding to a zone of minimal relative humidity. In figure 14, the moisture flux is
also well-approximated by the 2/3/4-stream model, confirming the important of taking
into account the condensation in 1. Indeed, approximating the moisture flux as Fickian
overestimates it by a factor ten near y = 0 for L = 1.
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Figure 14: F,(y) vs y for (k, 7, Laim) = (1,1,1)
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5 Conclusion

In conclusion, we have studied the main physics of the time-correlated advection-condensation
model:

e The Ornstein-Uhlenbeck model for the velocity process is very well analytically ap-
proximated by the n—stream models.

e These models naturally produce a bimodal PDF of specific humidity, with a dry spike,
a saturated spike, and a smooth part that decreases with q.

e The degree of sub-saturation and the condensation rate both decrease monotonically
from the Equator to the Pole.

e In this model, time-correlation does not affect the global distribution for moisture
Pa(q)-

We have also obtained new insights in the diffusivity of a condensing scalar:
¢ The moisture flux is smaller than if Fick’s law applied.

e The reduction of this moisture flux is proportional to the number of condensed parcels
and the saturation specific humidity gradient to first approximation.

There are two important next steps for this project. First, it would be interesting to apply
the 2/3/4-stream models to reanalysis data:

e Should latent heating be added to the model? The answer to this question would tell
us when the moist parcels evolve on a dry or a moist isentropic surface.

o It is important to identify the limiting latitudes for this model: most likely, the model
will not extend into the Tropics where microphysics and convection play a capital role
in determining the distribution of specific humidity. As a consequence, the Tropics
will most likely be taken as a Southern boundary condition for the model, producing
a given remoistening distribution ®(q).

In order to apply the model to reanalysis data, it is important to extent the model to a
longitudinally symmetric sphere:

o An extension of the model to a longitudinally averaged sphere in the case of a white
noise velocity process can be found in appendix E.

o It will be necessary to generalize the 2/3-stream model on a symmetric sphere.

e It would be ideal to also generalize the Ornstein-Uhlenbeck process to a symmetric
sphere.

Finally, for geophysical applications, it will probably be important to generalize the model
to a molecular diffusivity coefficient x that varies with latitude.
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A Limits of the OU model

A.1 The Ballistic limit

In the Ballistic limit L < 1, we rescale the latitude Y = Ly to resolve the boundary layer,
and obtain the following steady FPE in dimensionless form:

op 0 ap
L"Uaiy = 8@(@[)‘1‘ 8’0) (109)

To first approximation L — 0; using 68 and 109:

2

~ ey v
p(q,y,v) ~ oL p(—3) (110)

where 7 is a function satisfying % = 0 almost everywhere. Physically, the velocity of a
parcel remains unchanged from one boundary to another, which allows us write r as a sum
of:

o A northwards part, understanding that the parcels saturate continuously as they move
northwards:

{2(@H[g" (y) —q) + 7 [a — ¢ (y)|A(g) }H(v)

where we have used the definition 90.

e A southwards part, only constituted by a dry spike:
67(q — qmin)H(—v)

In this limit, the average of a function f(q) is defined by:

. +00 as(y)
oYL | " H@)pla v v)dg (111)

—o0 Gmin

From 111 and 110, we can approximate:

e The sub-saturation:

e The moisture flux:
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A.2 The Brownian limit

In the Brownian limit L > 1, the stochastic differential equations for the displacement
collapses to the model developed in [23]:

dY (t) = v2rdW ()
making the FPE a Laplace equation for the PDF:
o
dy?
The detailed solution of the Brownian problem can be found in [Sukhatme]; the main results
of interest in our case are:

o The PDF:

=0

(g — g
p(q,y) — %{@(q) + y[6 (q LQmm) T jq;i((?)]}

e The average sub-saturation:

a*(y) W Alq)d
M(y) = / Dggup + y/ (*Q) <
dmin qmin Yy (q)

e The Fickian moisture flux:

B The p,—functions

B.1 Definition from the second order differential equation

We start with the following second order differential equation, which is an eigenvalue prob-
lem in a:

def d2<)0a dSDa
avpsy = Dy, = —_

— v
dv? dv
Note that D is a self-adjoint operator for the scalar product defined for two well-behaved
functions (f, g) by:

(112)

def

1 v?
< flg > o= [ expl=) gty (113

The eigenfunctions, ie the bounded solution of this differential equation for a? € N | are a
special kind of parabolic cylinder functions, that we call the ¢, —functions, defined by:

Ya(v) aof exp(—av — a®)He,z2 (v + 2a) (114)

where He,2 is the a2 —th "probabilistic" Hermite polynomial in v. To prove that the func-
tions 114 are solutions to the eigenvalue problem 112, we can change variables from @ to

p:
Pa(v) = P(v) exp(—av — a?)
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Qo _ 4% _ il exn(—av — o
o~ gy~ evlew(zov=a’)
2 2

dv? dv? dv
leading to the differential equation:
4> dip
W*(U+20&)%+a2¢20
An obvious change of variable is w = v + 2a, leading to:
Py dy
av _ Y -0
dw? "V dw oy

which solutions can be express using the well-known "deterministic” Hermite polynomials of

o?—order:

Y= He, (w)
where the "probabilistic" Hermite polynomials are defined by:
2 ga? 2
def 2 (% d v d . .2
Heq2(v) = (-1)° eXp(;)W eXP(—E) = (v— %)a -1 (115)
w
Y= HaQ(\ﬁ)
It is also possible to use "deterministic" Hermite polynomials, defined by:
e’ d
H,2(v) € (=1)* exp(v?)— exp(—v?) = (20— )" -1 (116)
dv® dv
The solution % is then given by:
OLQ
= 2_7Ha2(£)

V2
Finally, to make sure we have solved the complete eigenvalue problem, we have to check for

degenerate eigenvalues, which we do by differentiating the initial differential equation with
respect to a:

0 d
D—a(‘ia = Vpy + v (;Za
Since D is self-adjoint for < | >:
_ Ipa _ _
0=< Do (D — av)ps >=< (D — av)pa|pa >=< vpq|pa >

This equation is only satisfied for a = 0, which means that we may take a generalized
eigenfunction at this point:

Since:
Va, < @alpg >#0

by differentiating a second time with respect to a, we can show that the multiplicity of the
eigenvalue o = 0 is exactly 2. This proves that we only need ¢o and ¢, to construct a
general solution to the initial differential equation.
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B.2 Orthogonality of the ¢,—functions
Let ¢, and g be 2 eigenfunctions of 112 with eigenvalues a # f:

(a = B) < vpalps >=< Doalps > — < pa|Dpg >=0
so that (¢, pp) satisfy the orthogonality relation:

< vPalpp >=lap (117)

where d,4 is the Kronecker symbol for (a, 3). From the properties of Hermite polynomials,
it can be proven that:
< vpolpg >=1

< vpalps >= —2a(a®N)dag - 1{af > 0}
< vpolpo >=< vpglog >=< vPo|Pazo >=< VYglPazo >=0

meaning that the expansion of a well-behaved function f(v) = 0y—400 [exp(%)] satisfying
the initial differential equation can be written:

< vpg|f > < vpolf > < vpalf >
f(v> — 9‘ 0+ ¥ ’ g+ Z 7a| a
< vipglpo > <wvpolpg >0 L < VPalpa >
<v >
flv) =< v2|f>+<v|f>v+ Z S07(”'}090@ (118)
a2€N* < 'U(,Oa|()0a >

From the properties of the Hermite polynomials, we also obtain:

Oé2

2
< 1paso >= a“ exp(—?)

2
a? « a

< 1lpaco >= (-1)" 0 exp(—)

B.3 Characteristics of the p,—functions

The four lowest orders functions can be found by setting:
o€ +{1,V2}
From definition 114, we find:
p_ys(v) = {v? — 420 + T} exp(V20 — 2)

w_1(v) = (v—2)exp(v —1)
v1(v) = (v+2)exp(—v —1)
NAGES {v? + 4v20 + T} exp(—v/20 — 2)
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Note that we actually only need to study o > 0 or a < 0 as from the evenness/oddness of
the Hermite polynomials:

Poa(v) = (~1)%pa(v)
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Figure 15: ¢, (0) (left) and exp(—%)gpa(@) (right) for a € {—v/2,—1,0,1,v/2}

C Dry and saturated spikes of the PDF

C.1 Definition

By construction of the n-stream (D) and OU models (4.1), the distribution comprises three
"group" of parcels:

1. The parcels moving northwards in a zone where y > y*(q) are supersaturated and
condensate as they move Northwards, constituting the saturated spike 6~ [¢ — ¢*(v)].

2. The moisture of the parcels which have last hit the Northern boundary y = L where
q = ¢*(L) = @min cannot be changed until the parcels hit the Southern boundary
y = 0. They constitute the dry spike 6 (¢ — ¢min)-

3. The remaining part of the PDF is referred as the smooth part.

C.2 Saturated spike in the two-stream model

To understand how condensation occurs in the two-stream model, we relax the assumption
of instant condensation; in dimensionless form:

0 N 0 N 1 S-N
(%) geen (1))

Using the notations introduced in 4, we define a dimensionless condensation time that we
assume small A\~'7 < 1, and use:

Clg.y) = A"'7lg — ¢ (W) Hla — ¢*(v)]
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In the supersaturated region ¢ > ¢*(y), the parcels condensate fast enough for their ve-
locities not to change sign, and we can assume S < N. The second equation gives
S ~ A~ N making the approximation self-consistent, while integrating the first equation
in the super-saturated region gives:

AW W) dg

- _ Nlg* 119
o T i [4"(y), y] (119)
where we have defined the total density of supersaturated parcels:
def +oo
Wi(y) =L ( )N(q,y)dq (120)
q*(y

D The n-stream model

D.1 Definition

The n-stream model is a natural discretization of the OU model and thus a generalization
of the two-stream model. It is easy to think about it as n bits which can take the value
+1. If we consider one combination of bits, the sum of the bits gives the velocity of
the corresponding parcel’s ensemble, and allows us to build the advection matrix of the
processA. The exchange of parcels between ensembles happens when one bit’s value is
modified, and the probability of switching from one velocity to another allows us to build
the exchange matrix of the process E. Finally, the normalization condition is obtained by
considering the probability of a combination of bits. Mathematically, defining the vectorial

PDF p(q,y):

0 Vv 0 B
— A—p=—F 121
ol =1l T 2L (121)
Ay Y (41— 2i)5 (122)
def . .
E;; = —nb;j + J0iy1,5 + (n— ])(52'_17]‘ (123)
where d;; is the Kronecker symbol. The normalization condition for p(q,y) yields:
7" () (n—1)! 1
i dq = 124
/qmm Pild: ) = G L (124)
By construction of the n-stream model, the diffusivity of the parcels is given by:
det V?
K= — 125
3 (125)

D.2 The three-stream model

The steady three-stream equations can be written:

2N -2 1 0

vV o
21 0 — 21 2 —2 2
V20y | o4 2V 0 1 -2

SRS
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where (N, M, S) respectively represent the northwards, motionless and southwards parcel’s
PDFs. We now work with the dimensionless variables defined in the two-stream model: 83
and 84. The normalization condition for the vectorial PDF is:

/q* w (N p 1 1
M q=-—1| 2
gmin S 4L 1

Following the same steps as for the two-stream model, we find that the vectorial PDF is
the sum of:

e A smooth part:

1 Y
)
4(L(]) 2 + Csmooth(Q) 2(3/ + \/é)
1 y+2v2
o A dry spike:
Yy
Cdry 2(y + ﬂ)
y+2v2
e A saturated spike:
1
Wiy) ._ N
W), la—a" Wl | 1
4L 0

where from the boundary and normalization conditions:

1
Clary AL(L +2v/2)
1 d  Ag)
Csmooth(Q) 4Ld7qy*(q)—|—2\/§
V2A[g5(y)]
W(y) T2V

Defining the average of a function f(q) by:

_ *(y)
) e[ " H@ (N + M+ 8)(g)dg

dmin
the average sub-saturation is:

a*(v) W A(qg)dg
Qub:/ (I)Qub+(y+\/§)/ N o /5
’ Gmin ° Gmin y*(Q) + 2\/§

Defining the moisture flux as:

*

q*(
Fo Y Lo /

qmin

)
V2Vq(N - S)(q)dq
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we can once again relate it to the moisture gradient in dimensional form:

dq dqg*
b
LW

Fq=—h(

There is very little difference between the 2/3-stream models, except for the presence of
motionless parcels, which explains why the moisture flux is smaller in the three-stream case.

D.3 The four-stream model

The steady four-stream equations can be written:

3N3 -3 1 0 0 N
Vol N | Bl 3 -3 2 o0 N
3oyl =S | 2| 0 2 -3 3 Sy

~3S3 0 0 1 -3 Ss

where (N3, N1, S1,53) respectively represent the fast northwards, slow northwards, slow
southwards and fast southwards parcel’s PDFs. We now work with the dimensionless vari-
ables defined in 83 and 84. The normalization condition for the vectorial PDF is:

N3 1

LN A 1 3
(3

Gmin S]' 8L 3

Ss 1

Following the same steps as for the 2/3-stream models, we find that the vectorial PDF is
the sum of:

e A smooth part:

1
o 3
8(1q1> 3 + 147\/§C’smooth,:l: (Q)Qﬂ: (y)
1
e A dry spike:
147V3C 4y 11 (y)
e A saturated spike:
Ws(y)
" la—a* ()] | Wi(y)
8L 0
0

where a sum over + is implied and ¢4 (y) is given by:

(15 6v2) +V6(y + 2v/3) — exp(+V6y)
3(1F6v2) + v6(3y + 8v/3) — 3(1 £ V/2) exp(£+/6y)
3(1 7 6v2) £ V6(3y + 10V/3) — 3(5 + 4v/2) exp(++/6y)
(1F 6v/2) + +v6(y + 4v3) + (3 £ 2v/2) exp(£V/6y)
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From the boundary and normalization conditions, we can solve for the
six unknowns (Csmooth,+(¢), Cary,+, W1(y), Wa(y)):

Cury = =Y r(1)
_ 1 V3 d(ATL[y"])
C(smooth,:l: (Q) - _87L 1764 dq
Wi(y) | W) —/2 4 5v/2 cosh(v/6y) + 8sinh(v/6y)
Wily) | 3[v/2 + 3v/2 cosh(v/6y) + 4sinh(v/6y)]
where:
PL(y) = V2 + (3V2 F 4) exp(FV6y)
= —v2 +v2(9 + 2v/3y) cosh(v/6y) + (14 + 31/3y) sinh(v/6y)
W) 2A[g* ()]

T V2 V2(9 + 2v/3y) cosh(v/6y) + (14 + 3+/3y) sinh(v/6y)

Defining the average of a function f(q) by:

_ *(v)
F) L / " H @) (N + Ny + St + S5)(a)dg

dmin

the average sub-saturation is:

a*(y)
Qsub = / QQSub - Q(y)

qmin
where: VB3 /3 /G o)
1+v6(v3+1y)—2(1 £v2)exp(+v6y) [TV .
o(y) = FEVONVIH I ZRLE VD EBEVIY) [T pp,
Qmin
where a sum over =+ is implied. Defining the moisture flux as:
7" (y) Ny — S
Fy = Laim VBV q(N; + =2t — S)(a)dg

Gmin

we need to use the first and second meridional derivative of the average moisture to write
the gradient/flux relation:

dg dg* 2
= k(= — Wipt| — N1 = =
Fy= =G = Wl 0= )
d%q dq* 2+ (v2 — 1) exp(—¥824)
+l€£(d7112 - Wtat dy2 )(1 - D )

where Wy = W1+ Wiy is the total amount of parcels which have condensed, £ = JLGﬁ is the
boundary layer decay-length of the 4-stream model and the denominator in dimensionless
form is:

D(y) = 2 + cosh(V6y) + v2sinh(V6y)
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Qualitatively, the 4-stream model adds a boundary layer structure to the solution, which
explains the better agreement of the analytical 4-stream moisture flux with the OU flux
for small y (cf figure 14). Furthermore, the boundary layer provides a positive contribution
depending on %g to the moisture flux, once again decreased by the amount of condensed
parcels.

E Brownian motion with condensation a longitudinally av-
eraged sphere

E.1 Preliminary assumptions

We are now interested in the advection-condensation problem on a isentropic sphere of
radius a, parametrized by longitude A and latitude 8. We make the following simplifying
assumptions:

1. By taking a longitudinal average of the model, we reduce our problem to a 1D process
on the surface of a sphere.

2. The domain we work on extends from the Equator (§ = 0) to a given latitude 07, €
0. 51.

3. We suppose that the saturation specific humidity monotonically decreases from the
Southern boundary of the domain (6 = 0) where ¢* = ¢4 to the Northern boundary
of the domain (0 = 1) where ¢* = gmin = ming q(0).

4. We model the source term S following Sukhatme et al.. The model "resets" the
specific humidity ¢ to a random value chosen from a specified distribution ®(q) when
it encounters the Southern boundary of the domain (6 = 0). Physically, we could
think of the fictive domain 6 < 0 as the Tropics, that remoisten the dry parcels that
are advected southward by the mid-latitude eddies. The normalization condition on

P yields:
dmazx
/ $=1
dmin

5. We assume that the moist parcels on this sphere have a constant diffusivity coefficient
K.
E.2 Normalization of the concentration of moist parcel

On the sphere of constant radius, we define c(), 0,t) [m~2] as the physical concentration of
moist parcels. It can be computed from the generalized concentration v in (g, A, 6,t) space
by integrating over the specific humidity ¢:

dof [T
c(\,0,t) = / ~v(q, A\, 0,t)dg
q

'min
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By definition, the concentration of moist parcels ¢ verifies the following normalization con-
dition:

2 0r, q*(0) 2 or,
Niot = a2/ d)\/ df cos(0)c(N, 0,t) = az/ dq/ d/\/ df cos(0)v(q, A\, 0,1t)
0 0 dmin 0 0
(126)

Defining the zonally averaged generalized condensation as:

def 1 [
<v>(q,0,t) = 27r/0 d\y(q, A, 0,t)

and introducing the distribution:

the previous normalization condition 126 yields:

0 rq*(0)
/ / v(gq,0,t)cosfdfdg = 1
0 dmin

Integrating v(q, ) over (q) produces the marginal density:

def q*(9)
p(0,1) =/ v(q,0)dq

dmin

In the stationary limit lim; 4o p(t) = poo and Vpo, = 0, which allows us to compute
Poo through its normalization condition:

0r,
/ Poo COSOdO =1 = py = sinfl(HL)
0

As a consequence, if we seek a long-time equilibrium solution vy, = limy_, 4, v, We require:

qa*(0)
1 =sinfy, - / Voo (q,0)dq (127)

dmin

E.3 FPE and SDE of the PDF

The generalized concentration v of moist parcels verifies the evolution-condensation-diffusion
equation on this sphere:

0

L9 k., 1 9. 0y 1 0%y
ot  0Oq

—_ = 2 = — - -
(S =Cn] =KV (12{008989[C05009]+COS296)\2}

Integrating the previous relation from A = 0 to A = 27 and using the fact that:

. %()\ =0)= %()\ = 27) because % is a continuous function of longitude.
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. g—g()\ = 0) = Z(\ = 27) because g—z is a continuous function of longitude.

. a%(S — C) = 0, because the source and the sinks in the system are longitudinally
invariant.

we obtain:
o<y> kK 0 a<vy>

ot _GQCOSH@[COSG 00 )

Multiplying the previous equation by %V”Zj, we show that v verifies the following evolution-

diffusion equation:

ov K 0 ov
ot a2 cos@@[mse%] (128)

We are now interested in the PDF n(q, 6,t) of ©, which is the random variable associated to
the latitudinal motion of the moist parcel. From the normalization condition on n(q,,t):

oL rq*(0)
/ / n(q,6,t)dodg = 1
0 dmin

and the normalization condition on vy (127) we can identify n as:

’n(q, 0,t) =cosb -v(q,0,t) ‘

It is then immediate to derive the FPE for n from the equation that v satisfies:

on Kk 0 ftand - n + 871]

2 M tanf o n 4+ —

ot a%00 00
By identifying the drift and the diffusion terms, we recognize that the previous FPE corre-
sponds to the Ito’s SDE for a random walk on a sphere with diffusivity &:

do(t) = —“tat[f) O] g \/j?dW (t) (129)

We can see that the random walk is biased towards small values of © as the surface of the
sphere decreases with the latitude . The SDE for the specific humidity stays the same:

dQ(t) = {S[6(1)] - C[O(1), Q(#)]1dt

E.4 Steady PDF

From equation 128, we can prove that the steady Markov diffusive process v, = limy_, o V verifies

Laplace’s equation:
OVso

0
%[COS ew] =0

Integrating this equation is immediate and gives:

Voo(q,0) = A(q)L(0) + B(q)

272



where we have defined the function:

0 ! sin
£00) < /0 coif@’) - ln[l jos(ﬁge)]

and (A, B) need to be determined:

« First, we consider the origin § = 0 where v (g,0) = B(q) = f®(q) where the second
equality comes from the resetting condition at (# = 0). We combine the normalization
condition on ® and the integral condition on v, to find S:

‘/\‘Zmin 6 (q) q . ﬁl = B :Sin_l HL
qm““‘ Voodq = sin™ 0,

o Because the only moistening mechanism at (§ = 0), the driest parcel ¢ = gin will
keep their dryness until they hit the Southern boundary. Consequently, v, will be
peaked at gmin, and we need to take into account the "dry spike" 67 (¢ — gmin) in the
distribution:

®(q)

VOO(Q79) = [Al : 5((] - Qmin) + A2(Q)] : ,C(Q) + sin 0,

where (Aj, A2) are to be determined. At 6 = 67, where ¢* = gpin:

qmaz
/ Voo(q,eL)dQZAl[,L :sin_l GL = A1 = {sin9L~£L}_l

dmin
where we have defined :
1+ Siﬂ(@ L)

Lr, = L(0;) =In] 2os(8s)

]

which verifies:
{L(GL =0)=0

,C(HL — %) — +00

o Finally, we substitute v, in the normalization condition 127:

7" (9) L(0) 7 (9) 7 (9)
1 =sin HL/ Voodq = —— + sin 9L£(9)/ Aa(q)dq + / ®(q)dg
qmin EL 9min qmin

1 dmazx (P d 1 1 q*(@) (D d 1 9 q*(@) A d
_— = —— = — = — + S.
0 /q*(@ (q)dq Z0) 5(9)/ (q)dq g, T L/ 2(q)dq

We solve for Ay by using ¢ rather than 6 as the independent variable; defining 6* as
the reciprocal function of ¢*, we can rewrite the previous equation as:

1 dmazx 1 q
—_— d ’d’:—i—sinH/ As(q")dq'
5[9*((1)]/(1 (¢)dq s L 2(q')dgq

We obtain Ay by taking the derivative of the previous equation:

' _d Ag)
sinbr - A20) = 3 Ziov ]

where once again A is the CDF of ® which is defined in 90 so that A(gmin) = 1.

dmin dmin

dmin
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In conclusion, we can write v, as a function of (A, 6*):

5+((] - Qmm) d A(Q) . %
TR ) L (130)

Sinfr, - veo = [

In the limit 67, — % (full Northern hemisphere), the distribution reduces to:

d A(g)  dA
dq L[0*(q)]  dq

Voo = L(0)

In that limit, no parcels can reach the Northern pole (6 — 7), which surface is 0, which
suppresses the dry spike in the distribution. Note that the previous expressions are only
valid for ¢ < ¢*(0):

vaolg > q7(0)] = 0

which means that we have completely solved the FPE in this particular case. The steady
PDF in spherical coordinates ny = lim;— 40, 1 can be directly computed from the previous
solution:

Noo(q,0) = cos(0) - v (q,0)

E.5 Global steady PDF
By definition, the global PDF of specific humidity is:

*

def (9) 6*(q)
Po(q) = /0 Neo(q, 0)do :/0 cos b - v (q,0)do

Using the solution computed previously for v, (130), we can evaluate this integral:

+ _ .
sy g(0) = 17 LMD ey g

where we have defined the function:

K(0) e /9 cos @ - L(6')d0' = In(cos @) + sin(0) - L(6)
0

E.6 Averages

With the knowledge of v, we can compute the average of any function f(q), which we
define by:

q*(0)
7(6) = sin6, / F(@)vool, 6)dg

dmin
Using the expression we computed for v (130), we can use integration by parts to obtain
f as a function of (A, ¢*(0), f, %);

*(0)
{fflg (a)dq (131)

dmin

. q*(0) q
70) = (AR @) - £0) [ g Hada— [

dmin
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Once again, we can compute the meridional gradient using Leibniz’s formula to differentiate
integrals:

af 1 [TO A df
= st ), g .

We can use the previous expressions 131 and 132 to compute the average moisture content
G(0) and its meridional gradient:

q*(9) q*(9)
10) = M) -0 [ D [

dg _ 1 /q*w) Aq)
do — cosb J, . L[6*(q)]

E.7 Application to an exponentially decreasing ¢*(0) and a given remoist-
ening ®(q)

We make the following assumptions:

1. We assume that the saturation specific humidity profile exponentially decreases with
latitude:

x N 1
7 (0) = @maz exp(—al) < 60%(q) = —aln(q q )

2. We assume that the "Southern boundary resetting" produces complete saturation at
6 = 0 (case I of complete remoistening):

(I)I(Q) =0" ((] - Qma:p)

or that it remoistens the parcels following a uniform distribution (case II of uniform

remoistening):
1
®r1(q) = ————
Amazx — dmin

In case I, the steady distribution v, can be written:

o For § =0 (Southern edge):

57 (q - Qmaz)

Voo(q,O) - sin&L

o For 6 €]0,67] (Interior of the domain and Northern edge):

5+ (q - Qmin) 1
L. (0q) [£Zcos]0(q)]

sin 9[,

L(6)

Voo(q,0) =

Similarly, the distribution g is given by:

o For ¢ = gmas (Southern edge):
g(Qmax) =0
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o For q € [gmin; Gmaz| (Interior of the domain and Northern edge):

sin (9L . 5+(q - Qmm) 1
K@’ = " 2 (ag) 2 conl07 ()]

To check the validity of our general solution in this specific case, we numerically simulate
the SDE on a sphere with:

Niot = 3.104
Qmin = 0.1
dmax = 1
k=1

a=1

and compare the numerical PDF to the marginal distributions f(#) = cosdp. and g(q) for
different values of the latitudinal extent of the domain 6y,.
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Figure 16: cos - poo (left) and g(q) (right) for 6 = § (top) and 6 = 5 (bottom) in case I
of a complete remoistening
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In case II, we obtain:

6+(q - Qmin> qmaz — 4 1 1 ﬁ(@)
Sinfy, Ve = + 0)+ 1—
> [ £L Gmax — Qmin OCQ[£2 COS] [9*(Q)} ] ( ) Amazx — Gmin { L’[Q*(q)] }
5+(q - Qmin) Amax — 4 1 1
sinfr-g(q) = + K[0*(q)|[+———{sin[6*(q)]—
g( ) [ EL Amaxz — 9min QQ[£2 COS] [0*(Q)]] [ ( )] Amax — Qmm{ [ ( )]
M‘argma\‘pdfvs }"ﬁstngva‘m as a‘funthc:n nﬂa‘lﬁude ‘Margm‘a\ pdfvs‘ H\stng‘ram as ‘afum:h‘nn nfsplemﬂ: hLdNy ‘HM q
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01 02 03 04 05 06 07 08 09 1
q

01 02 03 04 05 06 07 08 08 1
theta
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Figure 17: cos® - po (left) and g(q) (right) for 6, = § (top) and 6, = § (bottom) in case
IT of a uniform remoistening

F Incorporation of the saturated peak in the special case
(I)I(Q) =0 (q - Qmaaj)

Here we will take into account the saturated peak in the initial conditions of the two-stream
model 81, and prove that only the moist peak at ¢ = gmq. is modified. The argument can
be easily generalized to the Ornstein-Uhlenbeck process 4.1. Keeping the same notations,
we add the dry peak and the saturated peak to the solution without applying any boundary
condition:

{N(Q7 y) = y[Asmooth(Q) + Adry5+(q - Qmm)] + B(Q) + W(y)(;_ (q - Q*)
S((L y) = (y + 2)[Asmooth<Q) + Adry5+(q - Qmin)] + B(Q)

The normalized boundary condition at y = 0 (87) gives:
®(q) = 2LN(q,0) = 2LB(q) +2LW(0)®(¢q) = 2LB(q) = [1 —2LW(0)](q)

where we have used the fact that ®(q¢) = 67 (¢ — ¢maz) and ¢*(0) = ¢maz- The dry peak in-
tensity doesn’t change as it is determined by the normalization condition for the southwards
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PDF S 82 at y = L where ¢ = ¢*(L) = ¢min:

1
2+ L

Again, the southwards PDF S satisfies the normalization condition 82 for all y € [0, L], and
does not have any saturated peak:

2L Adry =

a*(v) 1 7" (y) a*(y)
) / S(q.y)dq = [y+2 [~ +2L / Aumootn(4)dg]+[1—2LW(0)] / B(q)dq
q

dmin 2 + L min dmin

I q*(y) A d 1 dmax o P W a*(y) o d 1
2 m —— +20W(0 S
/qmm smooth (¢)dq = y+2[ " (q)dq ( )/qmm (@)dq] — 5

Switching the independent variable from y to ¢ , changing the bounds of the integrals
carefully according to figure 2, and differentiating the previous equation with respect to g,
we obtain:

d 1+ 2LW(0)0gq00
dgq 2+ y*(q)

2Lf4smooth =

where we have used the fact that:

fq'maz (I) / dq/ _ f(Imaz 57<q/ _ Qma$>dq/ =1
fq dq - in 67 (q, - Qmax)dq/ = 5q(Imam

where 044,,,. is the Kronecker symbol for ¢ = gma.. Finally, we find the weight of the
saturated parcels W by applying the normalization condition 82 for N:

a*(y)
1=2L N(q,y)dy
Amin
Y1+ 2LW(0)0g*gnac)
1= mezl L OLW
5ty (y)
2LW(y) = —2
2+y

leading to a PDF that only comprises a dry and a saturated peak in this special case:

6+ (q - Qmm) d 1 + 6‘1Qmaz]

2LS(g,y) = @ +y)l—57 dq 2+ y*(q)

ot (C] - Qmin) 0~ (q - Qmaz) dy 1+ 5qqmaz]

2LS(q,y) = (2+y)] 2+ L + 24+ y*(q) dq (2+y)

_ 6+ (q — qmzn) d1 + 5(](]maz 267 (q - q*)
~0%(q — gmin) 07(q — Gmaz)  AY* 1+ 0qgran, . 20 (¢ —q")
2LN g y) =yl ++ 2+ y*(q) _ch(2+y*)2] 21y

In conclusion, the distributions agree with the ones computed in 91 and 89 everywhere
except at ¢ = @maz, Which means that:
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e To compute the analytical solution, we can safely apply the boundary condition on
N directly without having to worry about the saturated peak.

o The limit ®(q) — 6~ (¢ — Gmaz) is singular at ¢ = Gmas, Where a moist peak = (¢ —
Gmaz) linearly increasing with y appears.
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Coupled Reduced Equations for Strongly Stratified Flows
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Abstract

We present a set of reduced equations in the limit of strong stratification. The
asymptotics lead to the hydrostatic primitive equations for the slow/large scale flow
and non-hydrostatic, quasi-linear equations for the perturbations. There is no closure
problem and the system conserves energy. We explore the properties of this coupled
system of equations by studying solutions of a two-dimensional toy problem. This
simple problem displays interesting dynamics with O(1) feedbacks between mean and
perturbations. Even in this toy problem, the Reynolds stresses and buoyancy fluxes are
not sign-definite in most of the regions of the parameter space.

1 Introduction

Strongly stratified turbulence has been used as a paradigm to interpret observations of
strongly stratified turbulent geophysical flows [7]. Turbulence dominated by strong stable
stratification occurs at scales larger than the Ozmidov scale, lp,

o ()", f

where € is the kinetic energy rate of dissipation, and N is the buoyancy frequency. The
Ozmidov scale is the horizontal scale of the largest overturns in a stratified flow. At scales
much smaller than [p, the flow is essentially unaffected by stratification, whereas at scales
larger than [p the effects of stratification dominates.

In the ocean lp is O(1) m and in the atmosphere it is O(100) km [1, 3, 7]. At O(lp)
scales, the Rossby number of the flow is large and rotation is unimportant. The most
prominent coherent structures that emerge in strongly stratified turbulence are strongly
anisotropic. Indeed, stratified turbulence is often termed “pancake” turbulence [2, 7].

In the ocean, stratified turbulence is important at scales between 100 and 1 m and in the
atmosphere at scales between 10 km and 100 m [7]. Kinetic and potential energy horizontal
wavenumber spectra calculated from observations in the atmosphere and in the ocean are
consistent with predictions of stably stratified turbulence!. These scales are barely resolved
in regional models and not resolved at all in general circulation models. Understanding
of the dynamics of strongly stratified turbulence, and in particular how the small scale
stratified turbulence interacts with large scale flows, is important for parameterizing these
effects into numerical models.

!The spectra are also consistent with predictions of other theories, e.g. [4].
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One approach towards understanding and modeling strongly stratified turbulence has
been direct numerical simulations [1, 3, 7]. Figure 1 shows different regimes of stratified
flows in the Re — 1/Fr space, where (for details and definitions see section 2).

def U

Fr NE (2)

is the horizontal Froude number (and 1/Fr? is a measure of the strength of the stratification),
and
o def ur

14

R , (3)

is the Reynolds number. Dimensional analysis suggests that strongly stratified turbulence
regime develops when ReFr? > 1 [3].

106

10°

Viscosity-affected stratified flow

104 atmosphere

3
wr, 10
Strongly stratified turbulence

102 PF&S W Rk

Weakly stratified turbulence

"\ Classical Kolmogorov turbulence
1 102 104 106 108 1010 1012
Re
Figure 1: The different regimes of stratified flows as a function of the Reynolds
number and the horizontal Froude number. Source: [3].

Direct numerical simulations with parameters of relevance to geophysical flows are cur-
rently unattainable through direct numerical simulations [1, 3]. Indeed, figure 1 shows that
current direct numerical simulations are decades away in parameter space from the regimes
of relevance to geophysical flows. Conclusions and extrapolations based on current low
ReFr? simulations should be interpreted with care [1].

Here we take a different approach to study this problem. Inspired by the success of
multi-scale asymptotics to study turbulent flows with strong constraints [6], e.g rotating
convection [8], we dig deep into the scaling for strongly stratified flows and present a set
of reduced equations for its modeling (Section 2). To explore the main properties of this
system of equations and showcase its usefulness we study a toy initial value problem of
stratified shear instability (Section 3). A summary and inquiries for future research are
given in section 4.
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2 Reduced Equations for Strongly Stratified Flows

Our starting point is the familiar Boussinesq equations. The momentum and mass conser-
vation equations are reduced to

du+u-Vu=—-Vp+vAu—bk, (4)

and
V-u=0, (5)
where b & _p% p is the negative of the reduced gravity, commonly referred to buoyancy in

the oceanographic community (e.g., [9]), and k is the unit vector in the vertical direction.
The system is closed with the thermodynamic equation

Ob+u-Vb=rAb—N*(2)w, (6)

where N2%(z) = %—Jj is the background buoyancy frequency.
We start by nondimensionalizing the Boussinesq equations (4)-(6). Let

@) =GE, =S H, o)=L t=r s, p=p U

From the vertical momentum equation we find the scale for the buoyancy is

u2
b=0b"—. 8
- (8)

To find a scale for the vertical velocity, we insist that the horizontal advection of buoyancy
balances, to lowest order, the vertical advection of background buoyancy in (6). Hence

F 2
w = w"* iL[, 9)
Q@
where the horizontal Froude number is
u
Fr d:Cf Nic y (10)
and the aspect ratio of the flow is
ol % . (11)
Using the scaling (7) through (9) in the Boussinesq equations (4) through (6), we obtain
* * * 0k FI‘2 * * * k 1 * ok 1 2 %
8t*uh + Uy, - v Uup, + ﬁw 8Z*uh = —Vhp + ﬁ LU + ﬁaz*uh > (12)
2 * * *, K FI'2 * * * Frz * )k 1 2 *
Fr 8t*wh + uy, - wy, + ?@*w = —0p" + b* + ﬁ pw + gaz*w 5 (13)
F 2
V* ol + a—gaz*w* =0, (14)
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and

Fr? 1
Opb* + uj - V0 + —w*@z*b =w4+ ——— Ro D1 [A*b* 283*19*} , (15)
where the Reynolds number is
Uucr

Re & 2= (16)

v

and the Prandtl number is .
pri 2 (17)

v
From now on, we drop the star super scripts — all variables are nondimensional unless

otherwise stated.

Note that a full quasi-two-dimensionalization of the system (to lowest order in Fr) de-
pends on the ratio F;—; [2]. If that ratio goes to zero as Fr — 0, then the system consists
of two-dimensional layers, with properties similar to two-dimensional turbulence. Alterna-
tively, a more interesting case is when the aspect ratio o adjust so that % = O(1) (see
appendix A for details). This implies that the vertical scale of the motion is

U
~ — 18
H N (18)
Notice that with this scaling, the potential energy of the flow has the same order of the

kinetic energy

v? Fr 9 9
and therefore there is an approximate equipartition between kinetic energy and potential

energy.

We assume that the system evolves in two different sets of scales. That is, all fields
depend on fast /short scales (xp, 7) and slow/long (xp,t). A single vertical scale is assumed.
The fast time variable is

P t, so that o, — 0, +Fr 1o, . (20)
Similarly, the horizontal short spatial variable is
xRz, so that Ve - VE+Fr VY. (21)
Any field f depends on both fast/short and slow/long scales, and is decomposed into
f=F+F"f +o(F"), (22)

where the overbar denotes the average over the slow/short scales (e.g. [6]):

Fa.t,2) % tim ///fa: L, 2)drdy. (23)

ST—)ooST
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Note that, by definition, f’ = 0. The correct power n depends on the dynamical field, and
is chosen in order to obtain a nontrivial balance. We have
up = up + Fl“l/2 uﬁl —+ O(Frg/z) ,
p=p+F2p + O,
b=0b+Fr'/2y + O(F3/?)
0

w=w+F2uw + OF). (24)

Note that, in dimensional form, the fluctuations are isotropic, i. e., (u},w’) ~ Fr'/2u.

Reduced equations for Fr < 1 and Re > 1

We now introduce the rescaled operators (20) and (21) into the nondimensional equations
(12) through (15), and average over the fast/short scales to obtain

1 -
oyay, + ap, - Viay, +wo,ay = —V7Ep+ gﬁiﬁh — 0. (w'uy) , (25)
b
0=-90.p+b, (26)
Vg, + 0, =0, (27)
and 1
bt ITh 4 BOh — —ah 25 9 (b
Ob+up - Vib+ w0, W + RebPrazb 0, (w't), (28)

where the buoyancy Reynold number is Rey B2 Re
The equations for the perturbations are obtained by subtracting the mean equations
above from Boussinesq equations (with Fr < 1 and Re > 1). We obtain, to lowest order,

F

Oruy, + wp - Viyuy, + w'O:uy, = =Vyp' + Rerb (A% +02) uh, (29)

F
O+, - V' = —0.p + ¥ + R—; (MY + 82, (30)

b

. Fr
3 o X / 3 1) = AX 2\ 3/ 1
b +ay, - VXV +w' (0,0 + 1) RebPr( o), (31)
VX up, + 0w =0. (32)

In some calculations, it is convenient to rewrite the equations for the perturbations (29)
through (32) in terms of the slow/small scale independent variables. For future reference,
these equations are:

F
Fr (Opuj, + up, - Viuy) + w'o.u, = —Frvip + Rf:b (FI“QAi + 3,3) wy, (33)
F
Fr (8t’LU, + ’&h . VZZ’LU/) 5 —52;]9/ + b/ + Rierb (FI'Q A% + 83) ’U)/ ) (34)
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Fr

— x I 2 AT 2
Fr (80" + ap - V) +w'(0.0+ 1) = B, Dt (Fr? AT +02) 1, (35)
Frvy - uj, + 0.0 =0. (36)
Alternatively, the quasi-linear system above can be expressed in terms of a single variable
w/
F _
LY = o rPr (&) + aﬁ)] (LAY +02) = B2y, - V] w' + (920 + 1) A Y
b

Fr Fr 2
= —— |LX— DAY+ 02) | (X +02) W 37
Reb[ RebPr( w2 | (AL + ), (37)
where the quasi-linear operator is
X o, +a, - VY. (38)

The two-dimensional (x, z) version of (37) reduces to the Taylor-Goldstein equation in the
inviscid limit (see appendix B).

Conservation of energy

The coupled system (25)-(28) and (29)-(31) conserves total energy in the inviscid limit

(Re — o0)
dE
— =0 39
o, (39)

where the nondimensional total energy is

E = ;/// {(\ﬁh\Q +b%) + Fr (WJFWHT?) + (’)(Fﬂ)} av, (40)

and we assumed harmless boundary conditions such as no-flux or triple periodicity (see
appendix C for details). The dimensional potential energy has the form b2/N2. To lowest
order the kinetic energy is due to the horizontal flow. Consistent with our approximation,
the system is isotropic at O(Fr).

3 Decaying Problems

To begin exploring the reduced system, we study solutions of a very simplified problem.
We consider two-dimensional system (z — z) with solutions of the slow field independent of
the slow horizontal coordinate (z). In other words, the “pancakes” are infinitely long. A
different interpretation is that we are looking for the zeroth mode of the slow field, or the
x-average. Thus, the slow/long equations reduce to

1 -
at’ah = Riebazﬁh — aZ’UJ/’U/;_L, (41)
_ 1 _ -
b= 2b — 0.w'b . 42
Oy Rop Praz o,w (42)
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In the absence of perturbations, these equations simply reduce to the diffusion equation.

The initial conditions for this toy problem consists of two shear layers, with a strong
stratification across the shear regions, and very low stratification between the layers. The
two shear-layer set up was chosen for numerical convenience owing to its periodicity in z.
The functional forms are

(z) = tanh [mg (2 — )] — tanh [mo (= — 3F)] — 1, (43)

and
b(z) = Ao (tanh[mg(z — 2F)] — tanh[mo(z — %)) (2 — 7). (44)

Notice that the total background stratification is B(z) = z+b. In the following experiments,
we fix the mean shear mg and vary the distance between the two shear layers (Figure 2).
We also fix Fr = 0.02 and Pr = 1.

The slow equations (41) and (42) together with the fast equations are solved (29) through
(36) are sovled numerically with a standard Fourier spectral method. The whole system
is solved in a single spatial scale and a single time scale. To compute the fluxes whose
divergences force the slow equations, we only average the perturbations in space; solutions
are not very sensitive to average both in space and time (see appendix D). The system is
marched forward using a fourth order implicit-explicit Runge-Kutta time stepper.

27 T T T T 21
— 1 — 1
— 3/4 — 3/4
— 1/2 — 1j2

1/4

1/4
it b T

w/2f

'35 05 0.0 0.5 1.0 O 1 2 3 4 5 6
u B=z+b

Figure 2: The initial condition for the toy decaying problem. We use various

values of h, the distance between the two shear layers. (Left) horizontal velocity
and (right) buoyancy.
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3.1 Linear stability analysis

Using the stationary mean velocity (43) and stratification (44), we perform a linear stability
analysis of the quasilinear equations for the perturbations. Figure 3 shows the growth rates
for the base state profiles with h = 1 through h = 1/8 and various Re,. The growth rates
increase with Rep. For large h, where the two shear layers are virtually independent the
unstable modes span a wider region of the horizontal wavenumber space, whereas for small
h the unstable modes are confined to wavenumbers k& < 10. The growth rate of the most
unstable mode increase with decreasing h. There is no dramatic transition of the stability
properties as a function of Rep, but the growth rates increase significantly for Rep, > 10,
particularly at small h.

These modes are stratified shear instablities. Figure 4 depicts the wavestructure for the
most unstable modes in two cases: h = 1 and h = 8. The structure of the vertical velocity
clearly show the classic “tilt against the shear”. Also clearly depicted is the fact that with
h = 1 the shear layers are independent whereas with h = 1/8 they are coupled. These
modes are not classic Kelvin-Helmholtz instablities, e.g., Drazin & Reid [5]. In particular,
the vorticity structure of these instabilities are composed of opposite sign votices with a
phase shift.

3.2 Initial value problems

We now consider simulations of initial value problems. In particular, we discuss the structure
of different solutions with varying h and Rep. All simulations are initialized with the initial
conditions (Figure 2). The perturbations are initialized with a small seed (107%) random
field.

Figure 5 shows the time series for the evolution of the kinetic energy (KE) and potential
energy (PE) of both slow/long fields and perturbations for an experiment with Re, = 10
and h = 1. With these parameters, the mean flow is signigicatlly damped by viscosity and
diffusivity. Nevertheless, even at low Rep, there is an interesting interaction between the
mean (slow/long) fields and the perturbations. Once the pertubartions pick the right phase,
they grow exponentially, with a rate consistent with the prediction of the linear stability
analysis (see dashed green line in figure 5). The perturbations peak at about ¢t = 5, and
rapidly decay. This rapid decay is not accounted for by the viscous terms. Indeed, the
perturbations accelerate the flow in the initial phase of their decay (see snapshots of slow
velocity in the bottom panel of figure 5). For times larger than about 10, the perturbations
have decayed significantly, so that the mean flow diffusively tends towards a state of rest
with linear stratification.

Increasing Rep changed qualitatively and quantitatively that picture. For instance,
figure 11 shows the time series of the different components of energy for an experiment with
Rep, = 200 and h = 1. As in the Rep = 10 case, the perturbations growth eponentially after
picking up the right phase, and the growth rate is consistent with the predictions for the
most unstable mode. However, at about ¢ = 4, the perturbations saturate. Because there
are no non-linearities in the equatins for the perturbations, this saturation is due to a change
in the slow horizontal velocity and buoyancy profiles. The perturbations then plateau for
about 5 time units before they start decay. The initial decay is relatively fast, and it is
not accounted for by viscosity. Indeed, as the perturbations decay, they accelerate the slow
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Figure 3: Growth rates for linear unstable modes for initial conditions with h = 1,
h=3/4, h=1/2, h=1/4, and h = 1/8.

flow (see lower panel of figure 11), significantly changing its shape. At about ¢ = 60, the
perturbations start decaying very slowly, consistent with the visous and diffusive rates. The
slow buoyancy profile is also significantly changed. In particular, regions initially strongly
stratified are mixed up, and part of the region initially nearly mixed are restratified.
Reducing h allows for the two shear layers to interact. In particular, with h = 1/8, the
initial condition is essentially a jet localized in the middle of the domain. With relatively
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Figure 4: The wavestructure of the unstable modes for h = 1 (top) and h = 1/8
(bottom): (left) vertical velocity and (right) horizontal vorticity.

large Reyp, the evolution of the energy is similar to the cases . The perturbations grow
exponentially, and then quickly saturate. The decay of the perturbations also occur in two
stages, first a relatively fast decay, followed by a slow viscous decay. However, in this case
the mean flow is not accelerated during the decay of the perturbations. That is, for this
particular case, the buoyancy flux and the Reynolds stress are sign-definite.

3.3 Bulk properties

To characterize the solutions of this model problem in parameter space, we calculate some
diagnostic bulk propoerties. In particular, the energy partition of the perturbations is

~ def PEfast
PEfast +KEfast '

(45)

This particular bulk property is of interest because it is a proxy of mixing efficiency. Because
we are dealing with unforced problem, this property is calculated when the perturbations
peak or saturate. Figure 11 shows the distribution of v in the h — Rey space. Typically, v
increases with h, with maximum values of 0.7 for h = 1 (and Re, > 50); ~ is about 0.35
for h = 1/8. More over, it is quite surprising that for Re, > 50, v is nearly independent of
Rep. There is no simple scaling arguments that collapse this data into a single curve. That
is, v is not a simple function of h or the initial potential energy.
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Figure 5: Solution to the IVP with Re, = 10 and h = 1. The upper panel show
the time series for different components of energy. The bottom panels depict the
evolution of the slow flow at different stages (marked in the energy plot). The
green dashed line depicts the linear growth for the most unstable mode.

292



w, t=4.774648

6

5t

4r il
N37

|

2,

]_,

O L L L L L L
0 50 100 150 200 250 300

T

6,

5,

AL
N3_

2,

]_,

%O 31 32 3'3 34 35 36

Figure 6: Snapshot of the structure of the solution to the IVP with Re, = 10
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together with the initial condition.
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green dashed line depicts the linear growth for the most unstable mode.
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Figure 8: Snapshot of the structure of the solution to the IVP with Re; = 200
and h = 1. The upper panel shows the horizontal vorticity field. The lower left
panel is a zoom-in of the upper panel in the region marked by the black square.
The lower right panel shows the snapshot of the slow horizontal velocity (green)
together with the initial condition.
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Figure 9: Solution to the IVP with Re; = 100 and h = 1g. The upper panel show
the time series for different components of energy. The bottom panels depict the
evolution of the slow flow at different stages (marked in the energy plot). The
green dashed line depicts the linear growth for the most unstable mode.
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Figure 10: Snapshot of the structure of the solution to the IVP with Re; = 100
and h = 1/8. The upper panel shows the horizontal vorticity field. The lower left
panel is a zoom-in of the upper panel in the region marked by the black square.
The lower right panel shows the snapshot of the slow horizontal velocity (green)
together with the initial condition.
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We also calculate the gain of the perturbations

9 % 10° x (KEfqst + PEfast)

G (46)
where we remind the reader that 107 is the magnitude of the initial random seed. First,
we note that G is relatively large (> 107) across the parameter space (Figure 11). The
pattern of G, however, has much more structure than the pattern of v. As expected, the

gain typically increases with Rep. Also G is minumum for h = 1/8 likely because the initial

potential energy is much smaller than with larger h. G peaks for 1/2 < h < 3/4.
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Figure 11: Bulk properties as a function of Re, and h. (Left) Energy partition
and (right) energy gain.

4 Final Remarks

In this study we have taken advantage of the strong anisotropy driven by strong stratification
to simplify the modeling of stratified turbulent flows. In particular, the asymptotics lead
to the hydrostratic primitive equations of oceanography for the slow fields coupled by the
vertical divergence of the Reynolds stress and buoyancy flux to a quasi-linear system for the
perturbations. Because the system is quasi-linear for the perturbations, there is no closure
problem; the system is closed.

Using a simple toy problem, we have demonstred the propertities and utility of this
reduced system. This example shows that the coupled system displays interesting dynamics
with O(1) feedbacks between mean and perturbations. We emphasize that the Reynolds
stresses and buoyancy fluxes associated with the perturbations are not sign-definite in many
regions of the parameter space.

Future work include introducing back variations in slow spatial coordinate, and there-
fore assessing the importance of vertical vorticity in the slow flow; comparisons with direct
numerical simulations; and three-dimensional solutions. It is our hope that these equations
would be used to study strongly stratified turbulent flows in regions of the parameter of
geophysical relevance, which are currently unattainable through direct numerical simula-
tions.
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A The self-similarity of strongly stratified flows

This appendix justifies the scaling choice Fr ~ «, which implies that the vertical scale is
H ~ U/N. Following [2] we consider the dimensional inviscid Boussinesq equations in the
limit Fr — 0

Orup + up - Vyup +wdup = =V, (47)
0=-0,0+0b, (48)
Vi up + 0w, (49)
and
Ob+up - Vb +wo,b=w, (50)

Equations (47) through (50) are invariant under the transformations
N =N*/A, z = Azx, w=Aw", and b="0b"/A, (51)

where A is a constant. Thus, for constant N, the solutions to (47) through (50) can be
determined from the solutions from the same equations with N* = 1. With A = 1/N, we
have

up = ’Ll,;kl(ll,‘,y, ZN7t)7
1
w = NW*(«T;% ZN7t)7
b= Nb*(z,y,zN,t). (52)

Note that the vertical length scale is inversely proportional to the buoyancy frequency; as
the stratification increases the vertical scale decreases H oc 1/N. Thus, on dimensional
grounds, we have H ~ U/N. This self similarity implies that Fr ~ «a, and therefore as
Fr — 0, the aspect ratio adjusts so that the ratio Fr/a remains O(1). This has profound
consequences for the dynamics because the system does not become two-dimensional as
Fr — 0.

B The Taylor-Goldstein equation

Consider the inviscid two-dimensional (z, z) version of equation (37).

(0r + 1dy) [(0- + udy) (03 + 02) — 0200y ] w' + (9:b+ 1)92w' =0. (53)
Now, we assume wave-like solutions w’ = w(z)e*(*=¢7) to obtain
(@ —¢)? (er — K*) + [ (b + 1) — (@ — €) Uzz] b = 0, (54)
~——

=N2(z)

which is the celebrated Taylor-Goldstein equation. In a bounded vertical domain of length
27, we assume no-normal flow at the boundaries, which reduces to

w=0, z=0, 2. (55)
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The Taylor-Goldstein equation has been significantly analyzed. Among the most important
results, the sufficient condition for stability due to John Miles and Lou Howard is that the
gradient Richardson’s number be greater than a quarter:

def N?(2)

Ri = >
u?

1
7 (56)

Also, again due to Lou Howard, the unstable phase speed c, def Re{c} is bounded by
Unin < Cr < Umaz, and ¢; def Im{c} is bounded by

2 2

C% < [% (ama:p - amzn)] - [CT‘ - % (ﬂmax + amm)} (57)
An upper bound on the growth rate is
k _
ke < 5 (umax - umzn) . (58)

C Conservation of energy

We form an equation for the kinetic energy of the slow/large flow by dotting the (25) and
adding to w times (28) to obtain

Slow flow
Orglun|” = wb + w'uj, - Oy + Vi - T + 0, T — Rleb |0 unl” | (59)
where
T® = —ay, (p+ Slanl?) (60)
75 = 0.3l + - W, wp. (61)

and we used the continuity equation (27). Similarly, an equation for the potential energy

density is formed by multiplying (28) by b
1

172 7 Lo WA R T x z 2
where )
B* = —u; 0%, (63)
and 1
B* = L20* + —wib? —bw'l . 4
RebPra 5b” + —ws w (64)
The equation for the slow/large scale total energy is then
s (Jup)® +0%) = w'u), - d.up + Wb+ VE - (T* + B*) + 0. (T* + B?) . (65)
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Fast flow

To obtain an equation for the energy density of the fast flow, we dot (33) with u}, add to
w' times (34), and average over the fast time to obtain

. - F
Fr 8,1 (u,g + w’2> = Wl — w0, + VE - TS +0,Tf — szb (Fﬂvgfu;l 25 |azu;l\2) :
(66)
where
x N VS Y A LR ) Fr’ o 712
T — _Fray, (p + 1l + L ) + o VS (67)
T? — & Iny! — Fr o 11,712 68
2_uh‘wuh_wp+R7eb Z§|uh| . ( )
Similarly, we obtain an equation for the potential energy density of the perturbation
_ _ 1 —
Fro, 0?7 = ' — wbo.b+ VE- By + 0.B. — (Fr2|V7;b'\2 + (azb’)2) . (69)
RepFr
where
x lxvwx — 71/2 Frg x17/2
9 = —Frivh . th + Reb PI‘Vh §b 3 (70)
Fr —
B3 = 0,02 71
2 Reb Pr N ( )

The equation for the total energy for the leading order perturbations is

Fro,3 (@12 +W+ﬁ) = —w'u}, -0,y —wb,b+VE-(TF + BY)+0, (T5 + B3) . (72)

D Sensitivity of numerical solutions to time averaging

Formally, the averaging over the small scales is defined over time and space (23). For
computational convenience, however, it is convenient to march coupled system of PDEs
without with a single time-scale without time-averaging. To test the sensitivity of the
evolution to the system to time-averaging, we perform two numerical simulations with the
same parameters (F'r = 0.1, Re, = 80, kg = 4.5, mg = 10). Time-averaging the small/fast
flow over 1/F'r has insignificant effect on the initial evolution of the slow flow (figure 12).
The secondary stage stage of evolution of the flow has quantitative differences, but overall no
dramatic qualitative differences. We therefore conclude that, for this set of parameters, not
averaging on time is not qualitatively misleading. It is not obvious whether such results hold
at smaller Froude numbers, but we nevertheless make this assumption for computational
feasibility.
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KE slow: Re, =80, my =10, ky =4.5
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Figure 12: Kinetic energy of the slow flow for experiments with (red) and without
(green) averaging. The results are very similar in the initial stages, but differ
quantitatively in the secondary, oscillatory state.
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Population Dynamics Forced by Stochastic Catastrophic
Events
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October 15, 2015

1 Introduction

In the modern world, population extinctions are often seen in somewhat of a negative light.
However, within an evolutionary context their action has been instrumental in the sculpting
of the modern biosphere. Removing old forms clears the way for the emergence of new
species with novel traits. Despite such importance, the mechanisms by which extinctions
play out in nature are still mysterious. For example, the Earth offered up 5 mass extinction
events within the past half-billion years, but it is unknown whether similar biodiversity
would exist today were it not for these events. Perhaps the smaller-scale stochastic forcing
of climate and competition would have sufficed.

Traditionally, environmental forcing has been considered in two broad ways. Commonly,
a coloured noise term is added to the equations of population dynamics, which represents
environmental forcing over a given autocorrelation time [1, 2, 3]. Though not a population
model, it has been shown that cells may undergo transitions between two bistable states
over a timescale that is minimised by an appropriate choice for the autocorrelation time of
the noise [3]. Such a dependence on timescale is interesting when one considers that both
the cell problem and the extinction problem reduce to a mean ‘exit time’ problem [4], where
one asks what the mean time is for stochastic dynamics to take a system through a given
point (zero individuals in the case of extinction).

Another way of looking at environmental stochasticity is to consider that most en-
vironmentally driven extinction occurs during particularly detrimental events, known as
Catastrophes. The typical strategy for analysis of these is to suppose that catastrophes
come along at a prescribed rate v and instantaneously remove a given fraction of the pop-
ulation 1 — p each time they do so [5]. This method may be related to the former method
by noting that the autocorrelation time and 1/v are qualitatively similar. Accordingly, just
as there is an autocorrelation timescale that minimizes transition times in cells, there may
exist a frequency over which catastrophes are the most detrimental in terms of population
extinctions - a most catastrophic catastrophe.

The importance of the correlation time and/or the time between catastrophic events
is of great interest because it suggests that despite the forcing being intrinsically random,
the randomness has more of an effect upon some timescales than others. To emphasise the
significance of this fact, consider a deterministic environmental forcing such as the day night
or seasonal cycles. Many species have adapted their life cycles to take advantage of these
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predictable timescales, be it the breeding of mammals in spring or the growth-mortality
daily cycles of phytoplankton [6]. It is less obvious whether a stochastic forcing, with no
deterministic periodicity, can select for a specific timescale within a population.

To investigate the influence of time-scale upon population extinctions we model bio-
logical populations that experience stochastic catastrophic events with a typical frequency.
To illustrate the problem, consider a favourable environment that is nevertheless struck
randomly by deleterious events during which the death rate is enhanced. If these events
are extremely rare, but last a long time, such as mass extinction events, the mean time to
extinction of a given population might simply be the time until the next bad event. Con-
sequently, if the events become more frequent, the extinction time goes down. Eventually,
we reach a point where the events are not long-lived enough to make extinctions likely each
time an event occurs. The extinction time then begins to lengthen as populations are usu-
ally able to survive through at least one event, having to wait for several before extinction
occurs. This argument suggests that there is a frequency of stochastic events that minimises
the extinction time.

2 Modelling Stochastic Populations

Not only are populations typically influenced by a stochastic environment, their dynamics
are intrinsically stochastic. Specifically, births and deaths occur with a given probability,
with the probability dependent upon the number of individuals. There always exists a pos-
sibility that no individual will reproduce over the individuals’ lifetimes and thus extinction
may occur by chance. Such intrinsic randomness is known as demographic stochasticity,
distinct form environmental stochasticity. We investigate a population subject to both
forms of stochastism.

We set up the problem as follows. Suppose there is a probability P, (7) that a population
possesses . members at a time 7. Upon advancing time forward by one unit, the probability
at each n will change in one of two ways. Probability may enter from some other n, which
in the case of births means a probability flow from n — 1 to n and deaths come from n + 1.
Alternatively, births and deaths at level n remove probability from P,. We may write this
process succinctly as

Po(r+1) =Y TumPr(7), (1)

where 7,y is the probability that the population moves from m to n. Population models
usually consider only nearest neighbours to exchange probability, such as might be expected
from single birth and death events. However, we retain generality at first.

One of the terms in the sum multiples P,(7) and so we pick it out

Po(7 +1) = TnnPa(7) + > TnmPon(7). (2)
m#n

The probability of staying at the same n (7, ) is just 1 minus the probability of transferring
to anything else, or

Ton = 1 — Z Tnm- (3)

m#n
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Accordingly, we arrive at the discrete-time master equation

P (t4+1)— Py(r) = Z <7Tnum(T) — TI'mnPn(T)>. (4)

m#n

It is often more convenient to take the continuous-time limit of equation (4), but we must
then recast the probabilities m,,, as rates of probability flow R,,,. Upon doing so, we obtain
the Master Equation

APut) _ <anPm(t) —RmnPn(t)>, (5)

m#n

which may be written in matrix-vector form as

p(t) = Qp(b), (6)

where we have defined the transition matrix Q and the vector p each of the elements of
which corresponding to the probability at a given population level.

2.1 Birth-death model

Having set-up the Master Equation, we now prescribe forms for the elements of the transition
matrix Q. We require a death rate, §, and birth rate 5, as a function of individual
number. Probability leaves step n if a birth or a death occurs, such that R,1,P, = d,
and R,_1,P, = B,. Probability is gained by way of deaths from n + 1 and births form
n — 1 such that the Master equation becomes

AP, ()
dt

= _(Bn + 671)Pn + ﬁnflpnfl + 5n+1Pn+1- (7)

We will choose the exact forms for 3, and §,, below. For now, suppose that there exists
a stochastic, environmental variable Z that modulates the death rate according to

8 = 60 + Z(t)n, (8)

where 57(10) is the death rate when 7 = 0.

Despite being probabilities, we have now introduced stochastic functions into 5 and ¢
themselves, removing the usefulness of the Master Equation. Strictly speaking, we must
instead introduce a second stochastic dimension, described by a co-ordinate Z. However, for
simplicity, we choose to allow Z to take one of only two values, corresponding to a “good”
state and a “bad” state. The good state has Z = 0 whereas in the bad state, Z = aA, where
A > 0 is a constant and a is a constant with dimensions of inverse time that scales the
organisms’ generational overturning rate (see below).

The benefit of our two state system is that we can get around the requirement for a
second dimension by defining two separate probability distributions, P} and P, , where the
former corresponds to the bad state and the latter the good state (the “plus” represents an
enhanced death rate). We suppose that the system switches from the bad to the good state
randomly, but with a typical frequency «. Conversely, the system switches from good to
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bad at rate e where € < 1 corresponds to an environment that is in the good state more
often than the bad state on average. ! Note that the mean value of Z(¢), which we refer to
as A is given by

€
1+e€

A=

(9)

We are now in a position to write separate master equations for P and P, . In partic-
ular, we add a probability flow of aP;’ from the plus state to the minus state and likewise
a flow of eaP,, from the minus state to the plus state. Including these terms, we obtain
the Master Equations:

Pt
‘ Zt(t) = (B + 6 + aAn)P + Boa Py + <5(0)1 +aA(n+ ))PJH —aPf+eaPb;
dP; (t
gt( ) —(Bn + 5(0 )Py + Bn-1P, 1"‘57(1421 n+1+ozP+—eaP_ (10)

These equations describe the probabilistic trajectory of a population subject to the stochas-
tic forcing described above. An alternative view points to consider trajectories of the pop-
ulation size. We do not adopt such an approach, but a typical realisation is illustrated in
figure 6, where we plot the number of individuals (scaled by the carrying capacity) as a
function of time under the influence of stochastic catastrophic events.

2.2 Matrix approach

It is more convenient to analyse the equations above in matrix form. Accordingly, we recast
the Master Equations into the form:

d (P,j) (ME) 4 aAOm, — el <P;> an
dt \ Py alym MO — aelpn ) \Pr)

where MT(,?% is a tridiagonal matrix that represents birth and death rates in the good state.
To include the environmentally-enhanced death rate, we define the matrix

OmnPrn = (n+1)Pyy1 — nPp, (12)

along with the identity matrix, given by L.

In order to complete the specification of the problem, we prescribe functional forms for
the birth and death rates. We choose to have the birth rate grow linearly with n while
the death rate grows quadratically, forcing an “equilibrium” number n = K (the carrying
capacity) at which 5 = B,. The carrying capacity here corresponds to the stationary
solution of the good state in the limit where dynamics are deterministic. Specifically, we

define
0) — n
oy, an ( >

Bn = an (13)

!Switching between states in this manner is known as a Telegraph Process [4].
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A=1.2
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0 4 20

Figure 1: A typical realisation of the population size, n, normalised by the carrying capac-
ity K = 60 under the action of stochastically distributed catastrophic events. The events
typically last long enough to initiate a significant decline in the population numbers. The
typical switching frequency a = 1, with time measured in units of 1/a. More rapid fluctua-
tions would increase the extinction time because each catastrophe becomes significantly less
detrimental. On the other hand, a slowing of the events would decrease extinction time,
until the events’ severity is offset by their scarcity.

and so as before, a measures the typical rate at which births and deaths proceed. Note
that in this form, the linear environmental augmentation of death rate (An) naively appears
commensurate with a decrease in birth rates. This statement is only true in the deterministic
case; as we show below, adding both deaths and births generates more noise in the system
than simply subtracting births, even if the resulting “deterministic” growth rate is the same
in both cases.

2.3 Numerical solution

With all parts of the problem defined, we can now integrate equation (11) numerically to
describe the time evolution of P,, under our specified stochastic forcing. The most important
quantity to be extracted from the model is the extinction rate R, which for now we simply
define as

1 dPRy

i) 14
Py dt (14)
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We present the time evolution of Py in Figure (3) along with its rate of change, using the
initial condition that P, =0 and P, is drawn from the quasi-stationary distribution that
would describe P, in the absence of environmental forcing. This choice leads to a transient
period, during which, probability flows from the minus state to the plus state until a quasi-
steady state is reached for both. The timescale of the transient dynamics is related to how
quickly equilibrium is established in the bad state.

M
I

0.06

o
I
e

. i
é P (good state)
< 0.04 extinctions |
Z
E _
=
2
o
2,

0.02H |

P;F (bad state)
0 ' ' ' ' |

0 20 40 60
number of individuals

Figure 2: The quasi-steady distribution for the plus state (P, blue) and the minus state
(P, red) resulting from an environmental perturbation with frequency «. Notice the pile-
up of probability in the extinct state and the peak at n = K, but only for the minus state.
The plus state only has a maximum at the origin.

In many problems, the transient period, which depends upon initial conditions, is of
great importance. For example, initial conditions are crucial in computing the probability
that any given event will lead to extinction. Additionally, if a system possesses multiple
(quasi-) steady states, the initial configuration may determine where the long-time state
will decay to. These complications do not apply to our considerations here, where we are
interested in the long-term mean extinction time appropriate to an ensemble of populations
under the influence of the environmental forcing prescribed above. Essentially, we neglect
the probability that extinction occurs before the transient evolution decays.

Repeating the numerical integrations for a wide parameter-space would be time con-
suming. Instead, we take advantage of the quasi-steady evolution by seeking the lowest (in
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Figure 3: The flow of probability into the extinct state for the parameters of Figure 2. On
the left is the rate of extinctions where the right indicates the probability of being extinct at
a given time. After a brief transient period, extinctions begin to occur at a fairly constant
rate. It is this quasi-steady rate we seek.

magnitude) eigenvalue Ao of the matrix on the RHS of equation (11). The inverse of Ay
gives us approximately the mean time to extinction (MTE) of the population as we show
next.

2.3.1 Mean time to extinction

After a time t, the probability a population is not extinct P(T, > t) is simply the sum over
all n > 0 of P,

P(T.>1) =Y Pu(t), (15)

n>0

and the probability distribution for extinction times is simply the (negative) time derivative
of P(T, > t). Suppose now that each P, may be written as a sum of eigenmodes

P, = Z ane—kmt7 (16)
m

such that the mean extinction time can be written as

B 00 aef)\mT
T. = —ZZPW/O T[aT]dT

n>0 m

1
__Zzpmnﬂy (17)

n>0 m

where the second equality only holds when all A\,, > 0, i.e., there is no truly stationary
solution except certain extinction (FPyli=oo = 1). The transient state is rapid compared to
the long-term quasi-steady decay of probability and so we may say that A\g < A1 < Ao,
etc. In other words, the sum over m above collapses to a single term, that of m = 0.
Furthermore, the eigenvectors P,,, are unit-normalized, such that the double summation
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Figure 4: Similar to Figure 4, except we demonstrate that for large enough A, the minimum
ceases to exist.

reduces to a single inverse eigenvalue and the mean extinction is given by

T. =~ A\! (18)

which is equivalent to our ascertain above.

2.4 Eigenvalue

We now compute the lowest eigenvalue numerically for a range of parameters. If A > 1, we
find that the mean extinction time decreases monotonically with « (Figure 4). However,
this is not the case we are interested in because such detrimental mean values make it
unlikely a population would exist in the first place and, furthermore, the transient solution
would become of significance in that case. Below, we consider only A < 1, where the mean
growth rate is not always negative, leaving room for stochastic periods of recovery. We
present the results in Figure 5.

We immediately point out that there exists an a corresponding to a minimum in the
mean extinction time. Such a minimum is reminiscent of several important results from
the literature. For example, from the field of cell biology, cell-differentiation is sometimes
thought to proceed by way of a transition from one stable state to another [7]. Theoretical
models have shown that noise-induced transitions between the states can be minimised by
autocorrelating the noise over some critical timescale [3]. The mean extinction time of a
metapopulation can be maximised in an analogous fashion by allowing some critical degree
of migration between populations [8].
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Figure 5: The mean extinction time as a function of the stochastic rate parameter «. Notice
the minimum. We explain the origin of the minimum in the text.

The specific cases above are related to a more general problem - the mean first passage
time of a particle over a potential barrier whose height fluctuates between a high and a low
state [9]. Referred to as “Resonant Activation” (RA), the optimum stochastic frequency was
found to be similar to the time it takes to escape when the barrier is at its lowest. Returning
to our problem, the analogous conclusion would be that the worst @ would correspond
with the extinction time in the bad state. We find numerically that this statement is
approximately correct at large A (with the agreement being better at larger K). However,
for A > 1 but not significantly so, a better approximation is to solve for the a that makes
the variance equal to the turnover time, or

9 2AAa?
0t = ———
a(l +€)?
=a
_ A\ 2
5 Ones ~ 2440 (1 - A) . (19)

We do not yet have a theory to explain this correspondence.

2.5 Origin of “resonance”

In Figure 5, we highlight the dominant influence upon extinction time as a function of a.
As a — 0, the mean extinction time is the mean of the extinction time in the bad state and
good state [10]. Owing to the greatly reduced extinction time in the bad compared to the
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good state, along with € < 1, the mean extinction time in the small « limit simply becomes
approximately the extinction time in the good state, T, .

Increase a such that its inverse o' < T~ and we enter the regime where a population
will not typically go extinct before it encounters a bad state. However, once the bad
state hits, with high probability, the population goes extinct before another good state is
encountered. Accordingly, the mean extinction time in this regime is roughly the mean time
to enter a bad state (1/ea), plus the extinction time in the bad state:

T.~1/ea+ T . (20)

Eventually, o becomes sufficiently large that the most probable trajectory makes it through
at least one bad event, recovering during the subsequent good state. Accordingly, the mean
extinction time will begin to rise above the extrapolation of 1/ea+T.". The « at which such
a transition occurs corresponds approximately to the case when T." =~ 1/a. Substituting
this condition into the small-a expression above, we arrive at an estimate for the minimum
extinction time

. _ 1
Tmin) ~ TF <1 + 6). (21)
Unfortunately, this approximation is only good to within an order of magnitude or so.

One more regime may be described analytically: the limit @ — co. In this regime,
the environment switches so rapidly that the population only “sees” the mean value of
environmental forcing A. Accordingly, the extinction time Te(oo) corresponds with that which
would be calculated in a stationary environment where §,, is modulated by An. Notice that
there is no guarantee in general that Te(oo) > Te(min), as is apparent from Figure 4. Rather,
a minimum exists only if the mean state is sufficiently favourable, or, that increasing «
above ayes allows the population sufficient time to recover in the good periods, otherwise,
increasing « is monotonically more detrimental.

2.6 Implications/Applications

The existence of a minimum extinction time is of potential significance in a variety of
ways. First, our results suggest that even stochastic forcing can lead to selection upon a
population’s reproductive timescale. Recall that all times here are essentially scaled by a,
the organism’s life cycle turnover rate. If the population is forced at ayes, it can increase its
mean extinction time by changing a, with an increase in a corresponding with movement
to the left in Figure 4. This result is interesting because, naively, one would not expect a
population to be able to adapt in this way because its biology cannot ‘know’ when the next
bad event will occur.

On a longer timescale, the existence of a ‘most catastrophic catastrophe’ at aqes implies
an important realisation. Of all extinctions throughout evolution history, it appears that
to a first approximation, more populations have been removed by fluctuations over roughly
the timescale of a life-cycle than any other timescale, though exactly what that timescale
is depends upon the species. Considering annual life cycles, fluctuations on a year to year
timescale, such as droughts or ice extent, have removed more populations than extremely
rare events such as the bollide impact that sealed the dinosaurs’ fate. However, as far as
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recovery goes, the aftermath of a mass extinction probably leads to qualitatively differ-
ent evolutionary trajectories than occur subsequent to the various background extinctions
trickling in as a result of stochastic forcing at ces.

Also of significance, global warming is thought increase the frequency of extreme events.
An important issue is knowing how these changes may impact different species. This work
suggests that each species’ life-cycle timescale is crucial to understanding their extinction
risks. For example, as the frequency of events changes, it may enter the resonance of some
species, whilst leaving the resonance of others, actually reducing their extinction risks.

The final implication we mention here is with regard to treating infectious diseases. An
extinction is good when it means wiping out an illness. Suppose multiple populations are
infected by a pathogen, for which treatment is available, but only at a limited supply rate.
An important question is how to best distribute the medicine to minimise the extinction
time - the time it takes to wipe out the disease. The minimum here may inform how to
best go about such treatments.

3 Continuum Limit and Fokker-Planck Approximation

In the form thus far adopted, i.e., discrete population numbers, we are unable to write down
any simple, closed-form expressions for extinction times. However, we highlighted several
regimes where the extinction time of the full system was dominated by the plus state, the
minus state, or some well-defined combination thereof. Analytic approximations for these
extinction times may be obtained, but only in large-K limit. In such a limit, we may
approximate the population size as a continuum, thereby re-casting the master equation in
terms of a Fokker-Planck equation, from which, the mean extinction time may be drawn.
It must be cautioned that the continuum results will not be quantitatively the same as the
discrete problem [10], but in most cases the general qualitative nature is preserved.

Above, the population may be thought of as occupying one of a semi-infinite number of
“steps” m at any one time. Now suppose we define a new variable

n

T K,

(22)

such that the space between steps is reduced by a factor K. If we make K large, meaning
that the equilibrium population size is large, the space of x becomes closer to a continuum.
The continuum version of the master equation is derived by considering that probability
may flow into position = from other 2’ at a rate W (z —a’)R(z)p(z'), but flow out at a rate
R(z)p(x), with p(z) taking the place of P, as the probability density function. It evolves
according to the equation

dp(z)
dt

— _R(2)p(x) + /0 T ROW (z — o) P ). (23)

Upon comparison with the birth-death process above, we see that the function Wz — z’)
forces probability to only flow between nearest neighbours, corresponding to an interval
Az = 1/K. Accordingly, W takes the form of two Dirac delta functions, one at = + 1/K
and one at x — 1/K. We may now integrate equation 23, then perform a Taylor expansion
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to order O(1/K)? about z such that

B0 2 - 10+ g (7)) o) (24)

where we have defined the “drift” f(x) and “diffusion” g(z) using the continuous analogues
of 8, and 5, above:

f(z) = B(z) — b(x) g(x)* = B(x) + ()
=azr(l—A—x) =ar(l+A+x). (25)

The Fokker-Planck equation and functions f(z) and g(x) make be applied to the good state
by setting A = 0, the bad state using A = A and the mean, large-a limit using A = A.
Within each of these regimes, we may calculate an approximate expression for the MTE.
However, the functional form of the solution depends upon whether A > 1 or A < 1. We
do not consider the case where A ~ 1.

3.1 Asymptotic solutions

In what follows, we solve for the MTE by supposing that the PDF is stationary, but that
there exists a current at x — oo that is balanced by extinctions at the origin. The equation
to to solve is

dp 0 1 0%
at——am[ax(l—A—x)p —i—MaxQ_ax(l—FA—i-x)p} (26)
which we rewrite as
dp 0 | 1 0%
% on [U(JU) P_ T oK 02 _U(JE) P}
oJ
-9 27
e (27)
We now solve the steady-state equation to extract the conserved current
J =~ u(@)p(a) | +u(x)oz) (28)
= 5k oy | V@Al u(z)p(z),
which has the general solution
2KJ 1 AKX F(x) /m COKF() 5
- - “d 2
e TS \T e v, (20)

where

ek
N 1+ A+zx .

=—x+2In(1+A+2)
(30)
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and so the solution for p reads

2KJ 1 * N
b= Q2K (2In(1+A+a)—2) / 2K 2In(1+A+a))~a') g/ (31)

a z(z+1+ A)

The current J is obtained by requiring that the integral over all space of the PDF is unity:
/OO pdz = _2KJ /oo 2K (2In(14+Ata)—2) 1 /x o 2K@I(1+ At ') gt o
0 a 0 CC(I' +1+ A) 0
=1 (32)

We cannot solve this equation exactly, however, we may make progress by analysing the
large K case. Specifically, where F(z) is positive, exp(2K F(x)) is very large and vice versa,
such that we can approximate which regions of the integral make the largest contribution.
The expansions must be carried out separately for A > 1 and A < 1. The reason is
that when A is smaller, p will be Gaussian-like about z = 1 — A, where the deterministic
dynamics would reach a stead state. However, if A > 1, this argument breaks down because
the deterministic dynamics do not possess a steady solution and the PDF becomes pressed
up against the origin. The integral above behaves very differently within these two regimes

3.1.1 Calculation for A <1

We begin with A < 1, such that the PDF has a Gaussian-like peak around =z = 1 — A.
The second integrand (the one over z’ in 31) is approximately constant within the region
of interest (under the Gaussian). More precisely,

¥ _aK@In(1+Atal)—a) 5 Y akm+A) [ —ekizAy .,
e dx’ =~ e e I+A dp
0 0 0

11-A
e~ 4K In(1+A) =
QK1+ A (33)
Therefore, the integral becomes
1 1+A 4K In(1+.4) 2KJ/ (21n(2)—1+A)e—%Ky2dy
2K 1-— A

_ J 1+ A T A 2K(2In2-1+A-21n( 1+A)\/>
20 (1— A)? K

— J= —\/Eai(l — A \/56_2K61
T

1+A
c1=2n2-14+A-2In(1+ A), (34)

and so the mean extinction time

1+ A4 T

— 71%7 -
J a(l—A)? YV 2K

exp (2K[2In2 — 1+ A —2In(1 + A)]) (35)

with the most crucial result being the square root combined with an exponential. This
expression, for A < 1, is most applicable to the good state and the mean states.
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3.1.2 Calculation for A > 1

We return to the original equation to solve:

/

/oo o — _2KJ /00 eQK(an(1+A+J:)_$); /J»‘ €—2K(21n(1+A+x')_x/)dx’dac,
0 a Jo z(z+1+4+A) Jy %)
36

where, this time, A > 1 and so the PDF is pressed up against x = 0 (see numerics for
PT). Accordingly, the second integral will receive most of its contribution from z = 0. The
first integral must again be expanded about small 2’ but is no longer approximately
constant within the region of interest. Accordingly, we expand the exponent but do not
approximate it as linear in x:

X X
_ Nt _ _ 1-A
/ o~ 2K(2In(1+Ata) cc)dxlz/ oK In(14+4) ,~2K 55’ g0
0 0

1+4A4 1 1-A
AK In(1+A) 2K 174,
=e 1 5 <1 e I+ ) (37)

We deviate once again from the A < 1 case by expanding the exponential term in small x
rather than about the maximum in z (because the maximum is now at < 0). Specifically,
we approximate

2K (2In(1+Ata)—z) 4K 1n(1+A)e2K};—jx (38)

which after substitution yields

J1+A [~ 1 oK1
1~-2 AT 1 )d 39
al—A J, x(1+A+x)<€ )x, (39)

which is a relatively simple form as some exponential terms have cancelled out.
Next, we define the positive quantities

_A-1
A+
A=2K(A-1) (40)
and a positive variable
§=2KBx (41)
such that the integral becomes
o [ ()
1~ 22K — (et —1)dc. 42
PR STy )
Integrating by parts:
a 1% & _ 1 [ 19 _
~— |In[—— €1 — In{—— Sde. 43
2K J Ao[n<£+>\>(e )}“LA/O n<£+)\)e . (43)

318



whence the boundary term vanishes, leading to the compact integral

a 1 [ 13 _
~ <~ [ In(-—— e tde. 44
2K.J )\/0 n<§+)\>e ¢ (44)
Adding and subtracting In()\) yields

ax % £\ ¢ _ & £\ ¢
5 —/0 In <)\>e d€ /0 In (1+)\>6 d€
— —£ £ —£
~ /0 In(A\)e>d¢ /0 In (1 + )\)e d§

00 2
~ —’y—ln)\—/o <§\+2£)\2>e_5d§

1 1
=—y—lnA- - - —. 45
Finally, the mean extinction time, neglecting 1/K terms, becomes
T~ — 1 (4 meRA-1) (46)
a(A—-1)
—~ K =100
102} :
= )
L c
-% 1083 % :
z £
E ®
Z 107} e 1
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Figure 6: Asymptotic solutions for extinction time in both cases A < 1 and A > 1. We ex-
clude the region near A as our expansions were not valid there. There is a reasonable degree
of matching between the two regimes, which could be improved by utilised an expansion of
A about unity.

Using the above expressions from extinction time, we may approximate the dynamics
of the full, environmentally-forced system in the o — 0, small & and o — oo limits. De-
termining whether a minimum extinction time exists or not requires a comparison between

319



the extinction time at aes and the extinction time at o — 0o, which requires an expression
for the extinction time near A4 = 1, as this is where the numerics suggest the minimum
disappears. We do not yet have an expression in this regime. However, such a calculation
is fairly straight forward and becomes applicable in the case where low extinction times
characterise even the mean state.

4 Stochastic Calculus Form

The goal of this section is to obtain a stochastic differential equation that approximates
the evolution of the population size, which now takes the form of a stochastic variable
X:2. A well-known result is that the probability density function satisfying a Fokker-
Planck equation of the form 24, describes a trajectory given by the so-called It6 Stochastic
Differential equation

dX; = f(Xo)dt + [g(X:)/VE] - dW, (47)

where Wy describes a Weiner Process, whose time derivative produces delta-correlated Gaus-
sian White Noise. Notice that if we suppose K — 00, the equation aproaches a deterministic
differential equation with the population increasing simply as the different between births
and deaths (f(Xy)).

The form above suggests that the noise associated with random births and deaths is
intrinsically white, or at least can be modelled as such. More specifically, there exist two
different interpretations of stochastically-forced systems - 1td6 and Stratonovich. In the Ito
interpretation, one considers the system to be forced by noise that exactly satisfies both the
Martingale and Markovian conditions [11]. The former implies that the expectation value
at some future time equals the current state, whereas the latter suggests that the future
state depends only upon the current conditions. The Stratonovich interpretation supposes
that no real noise precisely satisfies these criteria and so deriving the noise term requires
considering some real noise before taking the white-noise limit. These two interpretations
yield different functional forms for the SDE.

Now suppose we wanted to add environmental forcing to the I[t6 SDE above. Owing
to the ‘realness’ of environmental forcing, it has previously been suggested that one adds
a noise term using Stratonovich calculus [12] thereby mixing the interpretations. In what
follows, we do not explicitly make this assumption, but rather, we derive an SDE describing
the environmentally forced situation, taking particular limits upon «. What we find is an
expression that appears to mix the It6 and Stratonovich interpretations, but only within
the appropriate limits, suggesting that merely postulating an extra, Stratonovich term is
not adequate in most scenarios.

4.1 Mixed interpretations

In order to proceed we must obtain an approximate solution for the full probability

P,=Pf+P;, (48)

2 As a convention, the subscript ‘¢’ in the field of stochastic calculus refers to ‘as a function of time’, rather
than ‘time derivative’.
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which is easier at first for the discrete case. To do so, we add the Master equations (10) to
obtain

dP;t
= (Minn + aAOmp — olinn ) PF + €l (P — P
dP,
= My P + 0 AOum Py (49)

First, we define a matrix
Con = —(Mpn + aAOpyn, — a(1 + €) Lny), (50)
such that the master equation for the bad state becomes

dP;}
d; + Coin P = e Lyn Py. (51)

For convenience, we now make somewhat of an abuse of notation, using C' in favour of C),,,,
in terms of which, the general solution to the equation above is

t
Pr(t) — e~ Cl—10) pH (1) — e / e~C=9)p, (s)ds, (52)

to

where it must be remembered that C is subject to the rules of matrix algebra.

As noted above in the eigenvalue problem, we are interested in the quasi-steady be-
haviour. Accordingly, it is appropriate to take as our lower bound tg — oo, thereby elim-
inating the boundary term on the LHS. Furthermore, we may solve the integral on the
RHS by way of the following arguments. The matrix C possess a full spectrum of positive
eigenvalues, however, by taking the limit t{g — —oo, we are essentially stating that the
time-evolution of P, is dominated by the lowest (in magnitude) eigenvalues. Consequently,
we may suppose that the integral over all past times s on the RHS obtains the majority of
its contribution from the recent past, i.e., small t — s. Accordingly, we Taylor expand about
s =1:

dP

P(s) ~ () + (s — 1)

+0(s —t)2 (53)

t

Upon substitution into the general solution (52) we integrate to arrive at the result

dpb,,

Finally, we may insert this expression into the master equation for P, to obtain one single
equation for the dynamics, which after some rearranging, takes the form

dP,

-1
= <1 - aAeaomnCmi> (an + aAeaOCm,%) P, (55)

We now carry out similar Taylor expansions as before to obtain the continuum approx-
imation to the above equation. However, in addition, we suppose that o and A are large, a
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condition satisfied by the white-noise limit of our chosen environmental forcing. The final
expression, up to terms with second derivatives, is

where the notation is such that all terms to the left of p(z,t) operate upon it. Here,
02 = a?A%¢/(a(l + €)?) is the variance of the noise.

There are two crucial things to note about the form above. First, if one truly considers
« = 00, then the equation becomes that of the mean state. Importantly, the mean envi-
ronmental state acts upon the demographic stochasticity. However, with « large but finite,
an extra term arises on the right that has the form one would infer from a Stratonovich
interpretation of white noise with variance o2. Accordingly, by prescribing a real source
of noise, we could extract the Stratonovich form, but only by making approximations that
exclude some of the more interesting aspects of the dynamics, i.e., the the minimum at cveg.
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1 Introduction

Many field observations indicate a layered stratification in the Global Ocean. For ex-
ample, double-diffusive staircase structures are prevalent across the Arctic Ocean inhibiting
different depth regions: above the Atlantic Water layer at around 400 m and in the deep
Arctic above the homogeneous bottom layer. There are proposed scenarios on how brine-
enriched shelf water plumes can penetrate towards the deep Arctic (see e.g., [1, 2]) causing
slow deep water ventilation. Presumably, while descending such dense plumes pass through
the regions of a layered stratification that can modify the plume dynamics. The influence
of the layered stratification on plume dynamics and a feedback mechanisms have not been
investigated yet.

Another example where plume interacts with the layered stratification is melting of
marine-terminating glaciers. Recently it has been shown that glacial melting rate can be
constrained by considering interaction of turbulent plume with a linearly stratification in a
presence of repeating layered intrusions [11].

In this study by conducting a series of experiments and using the numerical model,
we examine how layered stratification can change the plume dynamics and how plume can
modify the initial stratification.

This report is organized as follows. In the next section, we describe the experimental
technique. We describe the observed dynamics of plume penetration through the strati-
fied environment and interaction with the layers in section 2.2. In section 3, we present
the developed numerical model and discuss model outputs. Findings are summarized and
discussed in section 4.

2 Experiments

2.1 Experimental procedure

We have conducted a series of experiments to understand the interaction between layered
stratification and a turbulent plume. In these experiments we used: a square tank (42 cm
X 42 cm x 70 cm), a plume source, a conductivity—temperature (CT) probe and a light
projector and a camera to create shadowgraph images (Figure 1).
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Figure 1: A schematic of the experimental set-up showing a square tank with layered
stratification. Blue line shows a salt solution plume, released in the middle of the tank.
Evolution of stratification is measured by a traversing conductivity—temperature (CT) probe
from the depth where a plume released till maximum depth CT probe can reach, covering
the total depth of about 30 cm. This schematic shows the initial stage of the experiment
when the plume has been just released and depth of the free surface corresponds to the
location of the plume source.

To establish a layered stratification we prepared solutions with different density (i.e.,
salinity) and fill the tank through a bottom opening layer by layer starting with fresh water
and using a very low flow rate to reduce turbulent mixing and create sharp interfaces. The
bottom opening was covered by an elevated metallic plate to spread incoming flow horizon-
tally. With such technique an average height of interfaces is about 1-1.5 cm. We used one
value of bulk stratification Ny ~ 1.13 s~!, apply two different flow rates (Q ~ 0.95 cm?/s
and Q2 ~ 1.9 cm?/s) and choose three layer depths of 10 cm, 5 cm and 2.5 cm (that becomes
effectively a linear stratification after some time due to diffusive mixing). In total we had
6 experiments.

Salt solution plumes (with 20% salinity) were released in the middle of the tank and
the CT probe was located at a diagonal position about 1/4 from one of the corners in order
to sample density evolution in time and not to have influence from turbulent mixing due
to plume propagation. CT measurements have a vertical resolution of ~ 0.6 mm and only
down-going profiles were used in the analysis because the CT sensors are located at the
base of the profiler so that they are affected by turbulence in the wake of the instrument
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in the up-cast profiles. The total profiled depth is about 30 cm, spanning from the depth
where a plume is released till ~20 ¢m from the bottom of the tank. It takes ~90 s to finish
one cycle of sampling.

In addition to the data derived from the CT measurements we used shadowgraph tech-
nique of the flow pattern visualization. Pictures were taken every 30 seconds, allowing
to sample the first front propagation with 3 times higher frequency compared to the CT
measurements. We used the Hough transform [8] to identify locations of interfaces in each
image and calculate rate of first front descent. This method allows to distinguish only well-
separated interfaces. At the moments when an interface reaches the one bellow its location
is no longer recognizable and there are some missing data. Signal reappears again when
this bottom interface starts to move downwards from its original position (see Figure 2).

T=9.5min C)

CT Probe

)
a

[
o
—
O

Figure 2: Shadowgraph (corresponding to the experiment Ng ~ 1.13 s71, Q¢ ~ 1.9 cm?/s,
h =5 cm) showing evolution of the background stratification due to interaction with the
dense (salinity of 20%) plume at a) 2 s, b) 9.6 min and c) 20.5 min after the beginning of
the experiment. Salinity is marked in percentage for each layer. Yellow arrows represent
a direction of the first front propagation. Reddish color shows contaminated fluid. An
uncontaminated layer (see text) is visible in c).

2.2 Experimental results
2.2.1 Qualitative observations

In order to examine the impact of plume on layered stratification, we begin by characterizing
the qualitative observations of mixing within the layers and at the interface.

After a plume has been released, it entrains ambient fluid as it descends. Depending
on the initial buoyancy flux the plume can pass through a few layers (interfaces) before
the buoyancy flux becomes zero (at the depth zp, note that at the very first moment of
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the experiment this level always coincides with one of the artificially created interfaces)
and then it spreads out laterally. Some portion of the plume, however, penetrate further
till the depth where momentum flux is zero (zps, this level does not necessarily coincide
with an interface as shown in Figure 3, see e.g., Figure 2a, 2¢). In the overshooting region
(depth range between zp and z)s) penetrative entrainment process is taking place and the
plume fluid is mixes with the more dense ambient fluid beneath zg. This mixture eventually
ascends towards its neutral density level that is close to zy but bellow this depth. Thus, the
penetrative entrainment modifies the ambient stratification by introducing lighter fluid in
place of the original dense fluid within the mixed layer (Figure 4a). Depth where the ambient
stratification (after some time from the beginning of the experiment) begins to differ from
the original is defined as a penetrative depth (z,) of the descending front (Figure 3,4). The
other process that happens as the plume fluid spreads out at zr is a formation of a stable
stratification above this level according to a “filling box” model described by [3].

As time evolves, a plume head in an overshooting region reaches the next artificial
interface and entrains even more dense fluid from the layer below that interface (as shown
in Figure 3). This accelerates the propagation rate of the descending front, since each time
portion of the dense fluid in the final mixture due to penetrative entrainment increases
and neutral density level is moving downward faster compared to the previous stage when
penetrative entrainment operates only within the mixed layer. Meanwhile, due to the filling
box process density of the plume fluid at zg increases and zg approaches zp. At the moment
when zp = zp, the density of the plume fluid becomes equal to the density of a remainder
portion of the initial mixed layer and the plume punches through this remnant towards the
next artificial interface leaving behind an uncontaminated background fluid (Figure 3, 4a).

This process continues, however, only first ~ 2 uncontaminated layers are formed as
the remainders from the initial mixed layers. When plume propagates deeper zp can not
catch up with zp any more, because it takes a longer time to accumulate density through a
filling box mechanism and penetrative entrainment takes over and erodes the background
stratification in a way, that every time when zp approaches an artificial interface an actual
jump in density is even larger than it was in the original stratification (Figure 4b).

2.2.2 Quantitative observations

It is of interest to examine the variations in center of mass of the contaminated fluid and
the rate of the descending front across the set of experiments. The center of mass can be
expressed as

J(p(,8) = p(,0))zdz
f(p(zat) - p(z, 0))dZ ’
where p(z,0) is density at the beginning of the experiment (¢t = 0) and p(z, t) is density after
some time, z is the vertical coordinate. Figure 5 indicates that data from all experiments
fall around the same curve showing that during the first instants the center of mass moves
towards the plume source because all added plume fluid is accumulated within the top
layers. Later in time, when the plume fluid is transported down into deeper regions, the
center of mass begins to move away from the plume source. The descend rate of center of

Zoym = (1)
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Figure 3: Example of a shadowgraph image showing two different types of mixing of plume
fluid with the ambient water: entertainment from the sides of the plume and penetrative
entertainment from the base of the plume). Uncontaminated layer is moving upward (see
text for details). Location of the penetration depth (zp), the depth where momentum flux
is zero (zpr) are shown by solid black lines and approximate location of the depth where
buoyancy flux is zero (zp) is shown by dashed line.

mass is about the same for all experiments, meaning that layered stratification does not
influence the the bulk property of the propagation of the contaminated fluid within the
basin.

To compute the second important measure of the distribution of contaminated fluid in
the basin, the descend rate of the penetration level, we used data derived from shadowgraph
images (as described in section 2.1). The rate of penetration of the descending front in the
experiments with a linear stratification (Figure 6) follows t1/2 that is in agreement with
“stratified filling box” experiments performed by [5], where continuous linear stratification
was used. In the experiments with the layered stratification, z, descends with a changing
rate depending on the region of the profile where penetrative entrainment takes place. When
ambient fluid entrains only from one mixed layer, zp propagates very slowly, however, once
the penetrative entrainment encompasses some portion of the layer below (in other words,
when z), crosses next artificial interface), the descend rate increases. At the early stages of
the experiment (Figure 6, at time around 5 and 9) the plume punches through the remnant
of the original layer as described in section 2.2.1 and a jump in propagation of zp is observed.
Note that the depth of this jump may contain some artificial signal due to the method we
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Figure 4: Density profiles measured by a CT probe in the experiment with parameters
No~ 1.13 57 Qo ~ 1.9 cm?®/s and H = 5 cm at the beginning ¢t = 0 (red line) and after a)
t ~5 min (red line) and b) ¢t ~1 h 5 min (red line). zp is the depth where the buoyancy flux
is zero, zp is the penetrative depth of the descending front. Two regions of uncontaminated
fluid and portions of the profiles that have been modified from the original due to “filling
box” and penetrative entrainment processes are marked in a).

used to detect level zp (see section 2.1).
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Figure 5: Non-dimensional center of mass versus non-dimensional time across the set of
experiments. The nondimensionalization is discussed in section 3.1. For each experiment
the flow rate (Q, in cm3/s) and height of the mixed layers (H, in ¢cm) are shown in the
legend. H = 0 means linear stratification.

3 Numerical Model

3.1 Formulation of the model

To model the dynamics of the plume in a layered stratified environment we use the theory
of turbulent buoyant plumes [10]. Consider conservation equations of mass, momentum and
buoyancy averaged over a horizontal cross-section for a steady plume

dQ
o= 2e, M1/? (2a)
dM  FQ
& oM (2b)
dF
- — _QON? 2
=N, (2c)

where 7@ is volume flux, 7 M is specific momentum flux and 7 F' is buoyancy flux. Buoyancy
frequency is defined as

sz— g @
prefdz
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Figure 6: Penetration level (zp) versus non-dimensional time across the set of experiments.
The nondimensionalization is discussed in section 3.1. For each experiment the flow rate
(@, in cm?/s) and height of the mixed layers (H, in cm) are shown in the legend. H = 0
means linear stratification.

where % is background bulk density gradient over the staircase.

Following [6] we use a characteristic length scale of the plume height H, = (2¢,)""/ 2p)/ 4N0

where ¢, is the entrainment constant, F§ is the source specific buoyancy flux, and Ny is the
Brunt—Vaisila frequency determined using the bulk density gradient over a staircase, to
nondimensionalize variables as

5= ;p (3a)

N = ]]\jo (3b)

P= 5 (3¢)

°" <2ep>4/3i§/3ﬂﬁ/3 o
= T 0
i— t (30)

1/3772/3 . 1’
(er)4/3FS/ Hp/ A-1

where A is a cross section of the basin. The buoyancy flux at the source can be computed
using the Fy = g,Qs, where Qs is the source flow rate and g;, = g(p, — p)/p is the reduced
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gravity with p, being a density of the plume source fluid. The non-dimensional governing
equations are then

L= (12)
~ d - ~ A
MM = FQ (4b)
d . A X2

In case of a staircase, it is simplest to construct the model such that equations (4) are
evaluated in the mixed layers (letting N = 0) and at each interface the buoyancy flux is
adjusted as Fj,1 = F — é’u +1Q,~, where gA’” 11 is the reduced gravity between two adjacent
layers ¢ and ¢ + 1, and Qi’i+1 is the volume flux at the interface (all notations are defined
in Figure 10). Therefore, we solve the system of equations (4) with the number of the
equations equal to the number of a mixed layers in a staircase.

3.2 Model output

Solutions of the equations (4) with initial conditions Qs ~ 0, My ~ 0 and Fs; = 1 show that

zpr 1s almost insensitive to the height of a mixed layer (H) when H < 1.8 and proportional
to the layer height for H > 1.8 (Figure 8, 9). The regime shift occurs when the buoyancy
flux becomes negative at the very first interface (e.g., see Figure 8d), because in this case
regardless of the height of the layer, the plume always reaches the base of the first layer
and then overshoots the interface to decrease its momentum to zero. Since the buoyancy
flux is constant within the mixed layer and reduces by a finite amount at the interface, the
buoyancy flux profile also has a staircase structure. Given this, zp always equals to the
height of one of the interfaces and in the occasions when a plume looses its buoyancy flux
within the very first layer, zr is equal to the layer height. Thus, in Figure 9b) we observe
a linear trends with the coefficient of proportionality 1, 2, 3, etc. starting from the most
right line.

In our experiment, however, the plume is time-dependent and in a confined basin. There-
fore, over the course of the experiment, the background stratification continuously changes
due to the “filling box” and penetrative entrainment processes (as discussed in section 2.2.1).
To account for the “filling box” process we use a numerical scheme proposed by [7]. In this
case, from a conservation of volume in the environment we can compute the location of the
top interface of the newly formed layer as h; ; = hj 41 — Qi,i+1At, where h; is the position
of the interface that corresponds to zp, Qz is the volume flux at this interface and At is a
time increment in integration. Penetrative entrainment can be also described in terms of
formation of a new layer beneath zp. In this case we assume that the entrained volume
flux is linearly proportional to the volume flux of the plume at zp [9, 4] and the height of
the interface beneath zr can be found from hj; 1 = h; ;41 + EQMHAIS (indecies here are
counted from the plume source, i.e., ¢ + 1 is located further from the source compared to
j as shown in Figure 10), where E is an empirically determined constant. The density of
this layer depends on how many interfaces (layers) are swept be the plume during the over-
shooting, and it can be computed as a weighted mean. Subsequently, these two constructed
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layers are mixed to generate one mixed layer that is added to the original staircase. During
this process, one “old” interface (7,7 + 1) is being replaced by two new interfaces (i,7) and
(j,i+1). This leads to an additional equation in the system (4). When the depth of a
generated layer is smaller than a chosen threshold [, then this layer collapses; in this case
the background density is redistributed whereas the number of equations remains the same.
Note also that if a generated layer via the penetrative entrainment process is more dense
than a layer below, this causes merging.

In this model we have three turning parameters: side entrainment coefficient ¢,, penetra-
tive entrainment coefficient E and a threshold value for layer collapsing I. To find the best
combination of these parameters we choose to simulate the experiment with Ny ~ 1.13 s71,
Qo ~ 1.9 cm®/s and h = 5 cm that clearly shows uncontaminated layers. As described
in section 2.1, during the setup processes it was hard to obtain very thin interfaces, and
the generated staircases, in fact, are a combination of mixed layers and regions with linear
stratification. Thus, to obtain the most realistic model output and compare it with the
observations we initialize the model with an experimental profile at time ¢t = 0, that has
been divided into a number of mixed layers with various heights (i.e., many thin layers in
place of an interface, see Figure 11).

Having explored the range of parameters, we concluded that the model with €, = 0.08,
E =0.09 and I = 0.1 cm (this value was non-dimensionalized correspondingly to use in a
model) has the best representation of the observed physical processes. Figure 11 indicates
that the model generates uncontaminated layers and modifies the background density profile
due to the penetrative entrainment and the shape of the profile from the model output
resembles that from the experiment.

4 Results and Discussion

From the experiments we concluded that the rate of penetration in the layered stratifica-
tion depends on the location within the staircase, however, overall it follows the penetration
rate that is characteristic for the linear stratification. Position of center of mass does not
depend whether density profile is linear or consists of layers. The major difference between
linear and staircase stratification is that in the second case uncontaminated layers are gen-
erated during the first stages of the experiment. CT measurements also show that structure
of the density profiles for three examined stratification (layered with 5 and 10 cm layer
depth and linear but with the same bulk density gradient) at any particular instant is very
different (Figure 7).

Despite this similarity between the model output and observed profiles, further analysis
of the numerical simulations has revealed that the model and experimental results differ
significantly when penetration depth and location of center of mass are considered. The
possible explanation can be in oversimplified parametrization of the penetrative entrainment
process. To improve it, one can construct more realistic model where generated layers do
not necessary ascend all the way till zp, causing further merging, instead, these layers
spread out at the level of neutral buoyancy. Further, relative contribution of the layers
(covered during the overshooting) to the density can be accounted for if the total volume
flux (EQH+1) is distributed over the layers proportionally to their depths and distance from
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zr. Another possible source of error is the effect of internal waves on momentum reduction
at the interfaces that is completely neglected in the current version of the model.

This study has demonstrated that although layered stratification in comparison to the
linear stratification does not influence the bulk properties (penetration depth, location of
center of mass), the profile structure is very different. The distinctive difference between
the layered and linear stratification is in the presence of the uncontaminated layers in case
of the initial layered stratification.
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Figure 7: Density profiles measured by a CT probe in the experiment with parameters
No =~ 1.13 571, Qo ~ 1.9 cm?®/s and various layer height a) H = 10 cm, b) H = 5 cm and
c) linear stratification. Red line shows the initial profiles, black line shows the profiles after
8 min from the beginning of the experiment.
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according to (3). Plume source is located at the top of the domain. Initial conditions are

Qs ~ 0, My =0 and F; = 1. All simulations were performed applying the same initial bulk
density gradient.
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Figure 10: Schematic showing all notations using in description of a new mixed layer (red)
generation due to “filling box” and penetrative entrainment processes. All layers are defined
by a single index, all interfaces are defined by two indecies of the adjacent layers.
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Figure 11: Density profiles measured by a CT probe in the experiment with parameters
No ~ 1.13 571, Qo ~ 1.9 ecm3/s and H = 5 cm. Red line shows the initial profile that
has been split into a number of mixed layers to serve as a model input, black line shows
the measured profile after ~7 min from the beginning of the experiment, and magenta line
shows the model output after ~7 min of model time.
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An Optimal Exit Time Problem
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Introduction

Optimisation of mixing for a passive scalar subject to advection-diffusion by an incompress-
ible flow has a long and celebrated story. The question of its measure is a major issue and
various metrics have been adopted in order to quantify the mixing efficiency in terms of
suppression of the scalar variances by a stirring flow ([13], [2] for a quantification of mixing
efficiency on multiple scales, [7], [5], and the review [15]). Using these different metrics, var-
ious related problems have been addressed - for instance, optimising either the flow ([8], for
an unsteady problem) or a source-sink distribution ([14], steady case) given a fixed energy
budget, and deriving sharp asymptotic bounds on the mixing enhancement due to advec-
tion ([13], [9], [12]). In the present report we will address the following question: given a
fixed kinetic energy constraint and an initial, uniform distribution of particles, what steady,
incompressible flow achieves minimum exit time (in L!'-norm) from a cavity with absorbing
boundary conditions?

The equation governing the advection-diffusion of a passive scalar ¢ by an autonomous
flow with velocity field u and constant, homogeneous molecular diffusivity « is:

oct

a—; = —ul - Vil 4 gAtel. (1)
In what follows, the flow is incompressible (V1 - u! = 0) and the magnitude of the velocity
field is tuned through a fixed kinetic energy constraint:

(Juf?) =28, (2)

where (-) = [, -d€, so that (| - |) denotes the L*-norm. Using the typical size of the domain
as the unit length and a diffusive timescale, (1) then becomes in dimensionless variables:

oc
E——U'VC—FAC. (3)

Note that with this choice of non-dimensionalisation, the magnitude of the dimensionless

velocity u can be regarded as a Péclet number Pe = %, which quantifies the ratio between

diffusive and advective timescales. All the scalings in terms of dimensionless, kinetic energy
E can thus be regarded as equivalent scalings in terms of squared Péclet number Pe?.
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1 The Exit Time Problem

A flow with velocity u is prescribed in a cavity where the concentration of released parti-
cles satisfies the advection diffusion equation (3) with absorbing (homogeneous Dirichlet)
boundary conditions, meaning that particles are removed from the system as soon as they
first hit the boundary. Suppose we initially release particles at a location xg:

c(x,0) = d(z — ), (4)

and let f(t,xo) the probability density for a particle released in xg at t = 0 to hit the wall
(and therefore exit the domain) at time ¢. The fraction S(t,zo) of surviving particles after
a time t is given by integrating the probability density for particles to exit the domain at
later times, and we have:

S(t,zg) = (c(x,t,xg)) = /too f(s,zp)ds, (5)

implying 45, 20)
T = —f(t o). (6)

The expected exit time for particles issued from xg at ¢t = 0 is then, using the fact that no
particle is expected to survive at infinite times (S(¢, zo) o 0):
— 00

(o) = /0 TS mo)dt (7)

& dS(t, .%'0)
= — t———2dt
/0 b (8)

- / S(t, o) dt )
0

- </0 c(w,t,mo)dt>. (10)

Let us introduce the linear operator . = u -V — A and prove that
LT =1, (11)

where Z* is the adjoint of .Z, which we shall determine to be Z* = —u -V — A. The
particles which are released on the boundary are expected to instantly leave the domain,
therefore T' satisfies the homogeneous Dirichlet boundary condition:

T=0 on Of. (12)
Let us apply .Z to fooo c(x,t,xg)dt. Using (3) we get:

.,f/o c(x,t,xg)dt = /0 Le(x,t,zp)dt (13)
> 0Oc

= /0 _Edt (14)

= ¢(z,0) (15)

= §(z — x0). (16)
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From now on we write ¢ = [~ ¢(x,t,x0)dt, so that (16) reduces to £€ = §(x — x¢), and
we assume that the initial distribution of particles is spatially homogeneous. Let U be the
unique solution of the equation Z*X =1 with X = 0 on 9€2. Then for every x,

Ulxo) = (6(x — x0)U) = (LCU) = (¢ L7U) = (€) = T(x0), (17)

therefore U =T
The boundary terms in the calculation of the adjoint vanish due to impermeable bound-
ary condition (u-n =0 on 02), (12) and the fact that ¥ = 0 on the boundary:

(TLE) = (T(u-V — N)E) (18)
= (€(~u-V — A)T) + / (T — TVE +€VT) - nd(09) (19)

0N
= (6.2°T). (20)

2 Formulation of the Variational Problem

2.1 ... for the minimum exit time

The problem considered here is the minimisation of the particles expected exit time from a
cavity with absorbing boundary conditions on the periphery and uniform initial distribution
of particles, where we will use the L'-norm as a metric. In the absence of stirring (u = 0),
the transport is purely conductive and the mean expected exit time solely depends on the
fluid molecular diffusivity . As will be seen in the next section, stirring always results in
lowering the mean exit time for the particles with our choice of a metric. Note that this
result is true for the L'-norm but not, for example, for the L>°-norm as demonstrated by [5],
who proved that for any 2D, simply connected domain different from a disc, there always
exists a flow that enhances the largest exist time compared to the pure conduction case (see
Theorem 1.1 in [5]). In the following we will also consider a 2D domain with incompressible
flow (V- u = 0), and therefore we introduce the stream-function ¥ such that:

ov v

—aiy and Uy = % (21)

Uy —

We aim at determining the structure of the flow that realizes optimally efficient stirring,
under a given energy constraint. The expected exit time and stream-function have to satisfy:

LT =1, (22)
(IVE[?) =2E, (23)

where we write Z*T = —J(V,T) — AT, with the Jacobian J(a,b) = 0,a0yb — 0yad,b. We
thus define the following functional, to be minimised in order to achieve minimal mean exit
time under the above constraints:

F(T, 9,0, 1) = (T) — (0 (L*T — 1)) + g (IV¥[?) - 2E), (24)
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where O, i are Lagrange multipliers. With impermeability boundary conditions (¥ = 0 on
the wall), we get the first variations of .%:

5.7 = (0T) — (O (L*6T)) = (6T) — ((£©) 5T, (25)
5. F = (OJ(6U,T)) + u(V(5T) - V) = (5TJ(T,0)) — pu (SUAT)Y (26)
o F = (50 (LT —1)). (27)

We look for an extremum by setting the functional derivative of .# to 0, which gives the
Euler-Lagrange equations:

20 =1, (28)
J(T,0) — pAT =0, (29)
LT =1. (30)

2.2 ... for an internal heating problem

Let us temporarily drop our previous notations and consider now the steady-state of tem-
perature ©f in an internally heated flow with heat source Qf(x), divergence-free velocity
field u! and constant, homogeneous molecular diffusivity :

0=—ul-Viel +kATe! + QT (31)
or equivalently, in dimensionless variables and diffusive timescale:
Z6=Q. (32)

Let us consider a uniform heating source and fix Q = 1. We look for optimum cooling by
a 2D flow using the L'-norm of the temperature as a metric, under incompressibility and
fixed energy constraints. Let the functional:

F(0,0,T, 1) = (0) — (T (L0 —1)) + g (IV¥[?) - 2E) (33)

where T, 1 are Lagrange multipliers (again, let us forget about last paragraph notations!).
With impermeability boundary conditions (¥ = 0 on the wall), the first variations of %
are:

S0 F = (60) — (T (£60)) = (§0) — ((L*T) §0), (34)
S0 F = —(TJ(60,0)) + u (V(5T) - V) = (§UJ(T, 0)) — u (STAT), (35)
50 F = (6T (L6 —1)). (36)

Looking for an extremum implies setting the functional derivative of .# to 0, which now
yields:

LT =1, (37)
J(T,0) — pAT =0, (38)
26 = 1. (39)
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Remarkable here is the conjugacy between both systems: under fixed energy constraint,
optimization of cooling in the internal heating problem and minimisation of expected time
in the exit time problem require solving the same set of Euler-Lagrange equations, the
Lagrange-multiplier in the first problem (28)-(30) satisfying the same equation as the passive
scalar in the second one (37)-(39) and vice versa. Solving for the exit time problem therefore
provides a solution for the internal heating problem as well. We will focus on the former in
the next sections, although the later remains an underlying motivation as it may be relevant
for many engineering purposes.

3 The System

This section is dedicated to the introduction of the various notations and relationships
that will be used in undertaking an analytical solution of the Euler-Lagrange equations.
The master equations are expressed in terms of the new variables and the geometry of the
domain is then restricted to the unit disc. Finally, the introduction of a particular Ansatz
results in recasting the variational problem in a 1D, non-linear eigenvalue problem to be
solved under fixed energy constraint.

Re-writing (28)-(30) in terms of Jacobians, we now have:

—J(U,T) - AT =1, (40)
J(¥,0) - AO =1, (41)
—J(T,0) + uA¥ =0, (42)
to be solved under the energy constraint:
(IV®|?) =2F, (43)
and homogeneous Dirichlet boundary conditions for 7,0 and ¥ on 0. Let
T=C+r and 0 =C+o, (44)
where C' is the pure conduction solution in the domain:
—AC =1. (45)
Since C' verifies (45), the system (40)-(42) becomes after subtraction:
—J(U,C)— J(¥,7)— AT =0, (46)
J(U,C)+ J(V,0) — Ao =0, (47)
J(o,7) + puA¥ = J(1 —0,C). (48)
Introducing the new variables
E=1—0 and n=T1+o0, (49)

in order to simplify the calculations and noting that J(r,0) = £J(£,n), we obtain the
following system, whose solutions correspond to the extrema of the cost function .%:

_J(\Ij7 5) —An=0, (50)
—J(U,n) — AE=2J(V,C), (51)
571.6) + uSW = J(6,C) 62)
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3.1 A few useful identities

Before we attempt to solve for the system (50)-(52) in terms of &, n and ¥, it will prove
useful to write down a few integral relationships obtained from taking the scalar product
of the master equations (under their various forms) against the different variables. In this
paragraph, we justify that stirring effectively improves the mixing compared to the case
where the flow is at rest (u = 0) and derive two different expressions for the mean expected
exit time which we will need later on.

Let us prove first that stirring enhances mixing with our choice of metric. Starting back
from the original equation (40) and multiplying it by 7', integration over the domain leads
to:

(IVT]?) =(T) | (53)

A similar operation on (45) yields

(IVC?) = ()] (54)

As the expected exit time can be decomposed as T'= C' + 7, we can re-write:
(T) = (|[VC|*) +2(VT-VC) + (|VT]*). (55)

Multiplying (46) by respectively C' and 7 and integrating over the domain leads to:

0= —(CJ(T,C)) = (CI(U, 7)) = (CATY = —(CJ(¥,7)) + (VCVT),  (56)
0= —(TJ(V,C)) — (rJ(V, 7)) — (rAT) = +{(CI(L, 7))+ ((VT)*).  (57)
Thus
(VC - Vt) = —(|V7|*) (58)
and
(IVT]?) = (IVCP) = (V") ie. (T) = (C) = (IV71%)], (59)

which shows that stirring can only lower the L!'-norm for the expected exit time (compared
to the purely conductive case).

Multiplying now (50), (51), (52) by, respectively, n, £ and ¥ and integrating over the
domain yields:

(IVnl*y = (nJ(,8)) = (WJ(&,n)), (60)
(nJ(¥,8)) + (IVEP?) = 2(¢J (P, 0)), (61)
~p{IVE2) = L (RI(E m) + (I C)). (62)
It follows that
(IVnl*) + (IVEl*) = —2(WJ (€, 0)), (63)
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and
1 2 1 2 1 2
2EM:—§<|V77| >+§<|V77| >+§<|Vf| )
We also have

4|Vr[? = |V + [Vl + 2V - Vi,
(V) = (|Vl?) + (IVal*)
as multiplying (50) by £ and integrating over the domain yields:
(VE- Vi) = 0.

Therefore

(IVrP) = But 2 (IVaP)  ie (1) =(C) — Bu— 7 (V)|

Moreover, we can also write:

Multiplication of (40) and (41) by £ and integration over the domain yields:

—({€J(¥,T)) = (EAT) = (£) and  (£J(V,0)) = (£A0) = (§) .

Hence

2(6) = — (EAn) = (§J(¥,§)) = (VE- Vi) =0,

which, once combined with (69), provides an alternative expression for (7'):

3.2 The disc case

From now on the domain is assumed to be a disc of radius 1 and cylindrical coordinates

1—r2

are adopted. The conduction solution in the unit disc is given by €' = <~ and the system

above simplifies to:

ov
1 10¢

with the kinetic energy constraint

2E = (|VU[?).
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3.2.1 Preliminary remark

If we consider small-amplitude perturbation from the pure conduction problem (say E = ¢€),
with ¥ = O(e) and, accordingly, 7 = O(¢), 0 = O(e), then the system (46)-(47) becomes at
order O(e):

—J(,C) — At =0, (77)
J(,C) — Ao =0, (78)

which implies 7+ 0 = o(¢) since 7 and o verify the same boundary conditions.
Therefore n = o(e) and from (51)-(52) we get at order O(e):

ov 10¢

—NE=— AU = ——,

$=%g0 4o 2 00

Combining both equation in order to eliminate one variable leads to the same equation for
€and U: !

(79)

1 09%¢ 10%w
As ¢ and W also satisfy the same homogeneous Dirichlet BCs, we can look for ¥ = X

with A a proportionality constant, to be determined. For the two equations of (79) to be

1
consistent we need | A = (2u)” 2|, Assuming continuation of the linear solution into the

non-linear regime, this observation provides a guess for a class of solutions satisfying the
following Ansatz.

3.2.2 The Ansatz

Let’s look for a variable-separated solution of the form:
& = A(r) cos(mb), and U = B(r)sin(m#b), (81)

with m an integer. Consistency in (74) requires retaining only cos(m#) terms, hence g—z =0.
Plugging these forms into (73)-(75), we get

m m 1d
— B'Asin?(m0) + —BA' cos?(mb) — =—(rn) =0 82
"B Asin® (mf) + = BA' cos? (m0) — - = (1) =0, (82)
1 2
mBn' ——(rA"+ A"+ %A —mB =0, (83)
T r T
2
" um m m
;('I"BH + B/) — TTB — 27”"1477/ + EA :0, (84)

! Assuming now separation of variables with ¥ = ¥ (r)sin(m#) (or ¥ = ¥(r) cos(m#b)), we notice that ¥
necessarily verifies (80) if it verifies Helmholtz’ equation

m
AV =———U,
V2
as then
A2Q — mﬁz _i(‘)Q\I/
T 2u 2 062
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Based on the previous analysis for small-energy stirring, we require A and B be proportional
(let B = AA) such that

B'A= A'B. (85)
Then we can re-write (82) as:
d
B'BA"'m = %(rn'), (86)
hence m
I 732
i = 53 B (87)

where the integration constant has been set to 0 so as to ensure regularity of n at » = 0
(regularity of the velocity field across the disc center requires B(0) = 0 for m # 0). Using
A= B! (83) and (84) become

(r*B" 4+ rB') — m?B — Amry/ B + Amr*B = 0, (88)
(12B" 4+ rB') — m®B — \lrf B+ A\2r2B = 0, (89)
21 21

with A = (2,u)7% for (88) and (89) to be equivalent. Then using (87) the ODE on B becomes:

2
B 4 1B+ (PAm —m?) B = =B (90)

This eigenproblem, with eigenvalue mA, has to be solved under homogeneous Dirichlet
boundary conditions B(0) = 0 and B(1) = 0 and the energy constraint:

2F = (|VI|?) = // (B’2 sin?(m#) + BZnQ 0082(m9)>7’d7'd9 (91)

1 32 2
2E—7r/ (B’2+ T>rdr.
0 T

An analytical solution of (90) under the energy constraint and boundary conditions men-
tioned above will be undertaken asymptotically in the two limiting cases of small (E — 0,
or equivalently Pe — 0) and large-energy flows (E — 0o, Pe — o0).

(92)

4 Small F Case: The Linear Problem

In the limit of small-energy flow, the cubic term is omitted from (90) and we recover a
Bessel equation:
r?B" +rB' + (7“2)\7)7, - mQ)B =0. (93)

Rescaling 7 = ar with B(7) = B(r), and choosing o = v/ Am yields

#*B" + B + (i* —m?)B = 0. (94)
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We look for non-axisymmetric solutions as the m = 0 mode evidently has poor mixing
properties, the flow only sweeping particles along the iso-contours of C' in the purely diffusive
case. We expect the optimum flow pattern to favor radial transport so as to quickly expel
particles toward the boundary.

For a given mode m, non-singular solutions of (94) are proportional to the Bessel function
Jm(7) whose (stricly) positive roots determine the constant A (and therefore 1) so as to meet
the homogeneous Dirichlet boundary condition B(1) = 0. This requires, for a given m:

, m
VmA = jmn T (95)
where jy, , is the n-th positive root of the Bessel function J,, (7).
Coming back to the linearized ODE, we divide (93) by r and rewrite it as:

AVA m2

Multiply by B and integrate in r leads in

1 1 m2
/ N B2dr :/ (—B(T’B/)/ + B2> dr
0 0 r

1 2
:/ rB? + m—B2dr
0 T

since B=0on r =0 and r = 1. Thus with B = 3.J,,, we have

2F

1 1 1
— = )\m/ rB2dr = jfnn/ TB(jm7nr)2dr = ji n,ﬁ2/ TJm(jmmr)er (97)
m 0 “Jo ’ 0

and using the result (see [6]) that fol "I (Gmnr)?dr = 27 (jmn)?, we finally obtain the

-2
amplitude of the solution:
4F 1

Fj?%z,n J;n(.]m,n)Q .
The mean expected exit time is given by (68), where in the unit disc case (C') = §. Since

B = O(E) and (|Vn|*) = O(E*) (following (87)), this last contribution can be neglected in
the calculation of (T') and we find:

B =

(98)

() 8B

M= , 99
©) n (99)
Optimal stirring efficiency therefore requires p be as large as possible. Since
1 m?
== (100)
2 jmm
this yields
2
T m
T =—— B, 101
N)=§ =5 (101)

and the optimal streamlines pattern necessarily displays a single cell in the radial direction
(n=1). Form=1,n=1, we find g = 0.00232; for m = 2, n = 1: p = 0.00287; for m = 3,
n = 1: p = 0.00271. Thus optimal stirring at low energy budget (or low Péclet number) is

realised for ’ (m,n) =(2,1) ‘ (see pattern on figure 1).
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Figure 1: Left: Streamlines pattern and Right: T-isocontours for the optimal stirring flow at small
energy F, where 7 =T — C' is the correction to the purely conductive exit time (dark blue denotes
"large”, negative values, with 7 = 0 on the boundary).

5 The Large Energy Limit

5.1 Fixed m, large E case

For a given mode m, let us first consider the asymptotic behavior of (90) at large energy
(the details of the calculations are left to the appendix).

Dominant balance in the bulk of the flow occurs between the eigenvalue term and the
cubic one provided A ~ B2, resulting in a linear leading term for the outer solution in
the limit of infinitely large E. A peripheral boundary layer, of thickness €, accommodates
for the homogeneous Dirichlet boundary condition in » = 1, while local analysis reveals a
behavior of B ~ r™ near the origin, in a region whose typical thickness goes to 0 as E tends
to infinity (this internal layer existing for m > 1 only). Neglecting this region in a first
approximation, we thus form the following composite solution:

B~ \/gr tanh <\/?(r - 1)) : (102)

) = ¢! and determines the value of A

o=

The energy constraint on (102) requires B = O(E

at leading order:
1
Im \3 2 1
A=(—"—) B3 = —. 103
(27r2> T Vo (108)

We then compute the L'-norm of the expected exit time at infinitely large E:

1 1
@) =@+ =5 -5 [t =5 -5 [ X mptar (104)
0 0

Replacing B by the composite solution (102) and splitting the integral at 1 — § with € <
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. . A
d < 1, we roughly get after introducing x = /%2 (r — 1):

T o 19 mAS
(T) ~ i 2/ rdr — = / tanh?(z)dx (105)
0
T 4 T T
SORRNRR I TP S 1
8 8( %) 25+ 2 m/\ (106)

Finally

(1) = g, / % +0(8) + o(e), (107)

and, replacing A by (103), we find at leading order:

(T) = (?)ém_gE_é . (108)

The calculation of the mean exit time in (105) shows that the contribution of the con-
s

ductive exit time (C) = § = O(1) is exactly canceled by the flow in the bulk (outer region)
provided we assume linear behavior for B everywhere except in the wall boundary layer.
On the other hand, the remaining, leading-order mean exit time O(e) is solely determined
by this peripheral boundary layer profile.

The large E, fixed m expected exit time (108) appears to correctly describe the asymp-
totic behavior of the solution for a given mode as will be seen in the next paragraph.
However, asymptotics at fixed m do not provide any evidence for the existence of an op-
timum flow pattern as the mean exit time goes to 0 if m is chosen arbitrarily large. The
existence of an optimum, if any, must result from a ”penalty” on large wavenumbers m,

which will arise from taking the distinguished limit for large m and large F.

5.2 Some numerics

For different values of the wavenumber m, we solve for the non-linear eigenvalue problem
(90) by means of a continuation method, using the dedicated bvp5c function ([11]) in
MATLAB with A as a parameter: starting from the Bessel function solution as an initial in
the quasi-linear regime (typically £ = 0.001—0.1 depending on m), E is gradually increased
up to £ = 103, the output of each computation providing a ”first guess” for the next one. 2

The numerical results are in excellent agreement with the asymptotics and reproduce
the scaling (103) of A\ = O(EB) As can be seen on figure 2 (top), the numerical mean exit
time for a given m perfectly superlrnposes with the large-energy asymptotics provided F is
large enough, with a decay ~ E~ 3.

>The function bvp5c (as its older version bvpdc) relies on a collocation method where the non-linear
eigenvalue problem is solved iteratively by linearizing around the (user-provided) initial solution. This
unfortunately prevents one from capturing all the possibly existing solutions (and in particular, flows with
more cellular structures in the radial direction) for numerical convergence requires a relatively accurate first
guess.
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Figure 2: Solid lines: mean expected exit time versus energy (numerical result from bvp5c), for
the wavenumber: m = 1,2,4,8,10,12, 14,16, 18, 20, 24, 28, 32, 36,42, 48, 56, 64. Dashed, blue line:
large F, fixed m asymptotics, for m = 2. As an example, the result obtained for mode m = 32 is
highlighted in red.

The superposition of mean exit times for various wavenumbers on figure 2 clearly in-
dicates the existence of an optimal m at a given energy F. The minimal mean exit time
corresponds to the lower envelope of the various m graphs, whose equation seems to satisfy
a power law in E (namely ~ E_%, as will be shown in the following).

5.3 Large m, large E case

The ”penalty” on large wavenumbers actually results from the presence of an internal layer
(for m > 1): indeed for large m, the streamlines of the divergence-free flow strongly tighten
near the center of the disc where diffusion is likely to overpower radial transport. This
creates a very-low velocity region (a ”stagnant” zone) which widen at fixed E with increasing
m - and shrinks at increasing F for fixed m. In this region, the flow is nearly ineffective and
the exit time corresponds to the purely conductive one. Hence for a given energy budget,
an optimum flow has to be found in combining a large number of cells that efficiently expel
particles toward the wall with a stagnation area of limited extent at the center of the disc.
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5.3.1 A composite solution for the large-energy flow

The outer solution (bulk): If we consider large wavenumbers and assume that m scales
as a power of F, (90) at leading order degenerates into:

(mAr? —m?) B = " g (109)
= 5B’

As in the fixed m case, balancing the eigenvalue and the cubic terms yields A ~ mB2. The
difference in the solution arises from the second term in the LHS of (109), whose weight
becomes comparable to the one of the first term for a typical radius ry such that:

ry = % (110)

The solution of (109) (outer solution) is then

B = Q(ﬁ—ri). (111)

m

This solution breaks down for a radius of r» ~ ry, which is the typical thickness of the
stagnation zone. (Note that we have then ry ~ B!, implying that the stagnation zone
shrinks as the energy budget increases.) As r approaches 1, we have

[2) 172
Bry/Zr{l1—-==2 112
m < 272 ) (112)
2\ . . 9 9
A at leading order since r5 ~ B™°. (113)
m

The leading terms in (109) as the wall is approached are therefore the first and the third
ones, which have to be retained while solving for B near r = 1.

The inner solution (r — 1): A boundary layer develops on the wall so as to accommo-
date for the Dirichlet homogeneous condition on B. Writing € the typical thickness of this
peripheral layer, we rescale the radial coordinate as r = 1 — ep. Expressing (90) in the fast
variable p yields:

2
(1 —ep)2e 2B + (1 — ep)e LB’ + mA(1 — £p)2B — m2B = %33, (114)

and retaining the higher order derivative in the dominant balance implies Am ~ 2. At
leading order, since A ~ mB? we have

m2
e ?B" 4+ (mA—m*)B = TBS' (115)

The solution of (115) (inner solution) satisfying the boundary condition in 7 = 1 (or p = 0)

1S
122 m
mA—m?2

where k = g4/ ™5™=. This inner solution clearly satisfies asymptotic matching with the
outer solution (using (111)).
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The stagnation zone (internal layer): Local analysis in the vicinity of the center
reveals that B ~ 7™ as r goes to zero - there the stirring is largely ineffective. For this
reason the composite solution for B which is proposed in the next paragraph, where B = 0 is
assumed everywhere in the stagnation zone, turns out to provide sufficient accuracy for the
calculations to come. However, a complete description of the asymptotic solution is much
more satisfactory and we aim at capturing the region where the outer solution (111) breaks
down as well as its reconnection with the stagnant zone, which seems hard to reconcile
with the infinite slope of the bulk solution in » = r4. Introducing the change of variables

t=1In (%), (90) becomes:

2
By + ()\mr2 2 m2) B = %B?’. (117)
Linearizing around ¢ = 0 (or equivalently r = r) yields

2

By + ()\mr (1+2t) — ) B = %B?’ at leading order, (118)
2
By + 2m*tB = %33 as ry = ? (119)

Let us rescale the variable s = at and the unknown function $b(s) = B(t). The choice of

1

= (2m2)% and = (%) 3 results in recovering a second Painlevé’s transcendent equation
with constant zero:

V' = 2% — sb. (120)

Fortunately, this equation does admit a particular solution - namely the Hastings-McLeod

solution (see [4], up to a change of sign = - —z) - which asymptotically satisfies:

S

bHM(S) s—>_—>oo 0 and bHM(S) s—;:-oo 5 (121)
Moreover, the Hastings-McLeod solution decays toward 0 as a Airy function as s — —o0,
thus displaying the correct behavior for » — 0, and its asymptotic matching with the bulk

solution (111) takes care of itself as r > ry: there

B (r) ~ (if)é \/(2”;2);’ In (1 + ;:X ) (122)

(r—rx)

~2 : (123)

while the bulk solution (111) in the vicinity of r« is equivalent to:

1/ 242 ,/T—’”X (124)

Nevertheless, the calculation of the asymptotic mean exit time in the next paragraphs will
be made considerably simpler by ignoring this last refinement and adopting the expression
(125)!
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Figure 3: Black circles: numerical solution for m = 16, E = 8.4e5, computed with bvp5c by a
continuation method. Red, dashed line: approximated composite (following (125)) for the corre-
sponding parameters, with the eigenvalue A\(m, F) provided by the dispersion relation (142) (see
next section). Inset: Blow-up on the vicinity of ry. The different flow regions are indicated on
the graph: SZ = internal boundary layer or "stagnation zone”, PBL = peripheral boundary layer,
BULK = main flow.
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A composite solution In the following, let us approximate the full solution by the
composite:

(125)
fo<r<ryg.

{ %(TQ —7r2) tanh [ka_l(l — r)] , ifry <oy
0,

Indeed, superposition with the numerical solution of (90) on figure 3 (obtained with the
function bvpbc using our continuation method) shows excellent agreement except for the
small region restricted to the vicinity of ry, which we should neglect in the next calculations.

5.3.2 Dispersion relation and optimal exit time

So far the eigenvalue A is still unknown and its relationship with m and E will be determined
by the fixed energy budget, and will in turn be used in the minimisation of the mean expected
exit time. Multiplying (90) by B and integrating yields a useful, alternative expression for
the energy constraint:

2 2

rB" + B + (mAr — mT)B = %Bg (126)
1 m2 1 m2
= / <B(rB’)’—|— (mAr — T)BZ> dr _/ 7B4dr (127)
0 0
1 2 1 2
/ <7«B’2 + m32> dr = / (m)\rBz - mB4) dr (128)
0 r 0 2
2E 1 2
== / (m)\r32 - mB4) dr. (129)
T 0 2

Injecting (125) into the last expression, we find:

_m/< rB? - 1B4>dr—m/rB2<—;f;>dr. (130)

Noting that the term inside the brackets can be rewritten as

1 1B*> 1 1 [ r?
o= - (1) tanh?(k 131
r2 272 g2 2 (rzx ) anh” (kp) (131)
1 1 1
=32 tanhQ(kP) + 2 tanhz(k‘p) (132)
X X
1 . 1
=7 cosh™2(kp) + 2 tanh?(kp), (133)

X
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we obtain:

2F 1 2 h=2(k tanh?(k
- = m2/ 2r <r2 - 1) tanh?(kp) <COS 5 (kp) + 20 ( p)> dr
om2 1

2
T % ; r

,2 e
=25 | (7 —r2) (1 - cosh™*(kp)) (Coshﬂ (kp) | ta hQ(kp)> N

7n>< Tx X

(134)

(135)

cosh™(kp)

X

r % %

3

cosh? r cosh o

——

om2 1 h—2(k h=4(k 1 2cosh™2(k
ﬂ; / (8 —rr2) (cos (kp)  cosh™"(kp) n cosh™*(kp) n
X Tx

r2

(136)

(a) () (©)

Retaining only the leading term in each contribution (a),(b),(c) yields:
k

Ly (1 _ %ZE)S

E r2 1 Ere (1 e4)3
’g:/7m+€/ <g>w_6/ N LS
Tm P kEJo 72 cosh®(x) kJo 72 cosh®(x)

%14—6/”1 dx—g/sm S —
2 kJo 72 cosh®(z) kJo 72 cosht(x)
L 1e 2 ¢
ST EE 3k

1 1 e

2 * 3r2 E

(137)

(138)

(139)
(140)

(141)

Finally, recalling that at leading order k& = 6\/%’\ and ry = /%, we obtain a compact

expression for the energy constraint as a function of m and A:

2F 2v2 |3
T 3 m

Similarly, we compute the mean exit time at leading order:

1
<T)—78T—Z/ ymB?rdr
0
ST T [0 T tann? (k)
=3 §rxr( ) tanh®(kp)dr
% 2
T e € T
== —== 1——z)3(1- a tanh?(kp)d
8 2k/0 ( kx)< (1—;95)2) anh”(kp)dr
%f_f(l_ﬁ (5%724_5)
8 24 2 4 Tk
%WTQX_FEE?
1 2k
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(146)

(147)
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Figure 4: Left: eigenvalue \ against azimuthal mode m, for a given kinetic energy budget E = 10°.
Right: expected exit time (in L'-norm) against azimuthal mode m.

which in terms of m and \ gives:

m™m s

Tt
For a given F, we can already draw - numerically - the graph of A and (T") as a function
of m as illustrated on figure 5.3.2.

Considering the energy constraint, we can now guess the scaling for m and A requiring

all the terms to be of the same order. If m = O(EY) and A = O(E”), we get from (142)
that l=v+ 6 = %ﬂ—%y ie.

(mA) 2. (148)

1

4

V=

and 8= Z . (149)

As a result, we also know the stagnation zone and the peripheral typical thicknesses:

ry = O(E_%) and €= O(E_%) . (150)

1 3
Accordingly, let us write m = (%) tm, A= (%) 4 X\ and the conduction-normalised mean

_1
exit time %<T> = (%) 27T. The energy constraint then becomes a dispersion relation
between m and A: .
- 2V2 )\

1=mA+

2
3

; (151)

=
N
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and the exit time estimate is now:

- - 8 -
T =2mA~" + —(A)~
\/é( )
For the sake of simplification we introduce a new variable Z = A" Im
both equations in terms of Z, thus eliminating A. This yields respectively

1:m4<1+2\/§> and T = (27 +4V2) <1+2‘§>2. (153)

[N

(152)

3 .
2 and re-write

z? 373 3

The energy constraint provides an expression for m as a function of Z and, plugging this
into the second expression in (153), we derive the conduction-normalized mean exit time
as a function of Z solely. The asymptotic behavior of T(Z) as Z — 0 and Z — oo clearly
indicates the existence of a global minimum on R, which is obtained for

oT V2 4 2v/2
—— =0 _— 0=224+YX27_"Z — Lag = —. 154
57 + 3 3 >0 3 ( )

Therefore the value of m* and A\* that correspond to optimal flow efficiency are

1 3
2 ~ 2 (2E\ 4 2E\ 4
m* = \/> and A= 3 ie. mt= \/> — and \* = 3 (2E . (155)
3 8 3\ 7 S\ 7w

For this optimal mode m™*, the achieved, conduction-normalized mean exit time is then:

As can be seen on figure 5, (156) is in excellent agreement with the numerical solutions
of the eigenvalue problem (90) found with bvp5c: the straight (dashed) line corresponding
to the asymptotic optimal exit time perfectly matches the lower envelope of the different
modes m for F larger than 10* approximately.

D=

5.4 A fast mixer

The result in (156) is expressed in terms of dimensionless energy. Using the fact that the
master equations were made dimensionless in diffusive timescale, we have in dimensional
variables:

B= (iR md (c)at = (r) B
2
ie.
<TT>O(I[/;). (158)

It is important to emphasize that due to the very particular scaling of (156), the dimen-
sional mean exit time (158) is completely independent of the molecular diffusivity: x may be
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Figure 5: Blue, solid lines: mean expected exit time (from bvpbc) as a function of the kinetic
energy, for different wavenumbers (as in figure 2). The black, dashed line represents the asymptotic,
optimal exit time as computed from (156).

chosen arbitrarily small (but non-zero) and the particles will be expelled from the domain in
purely mechanical time (once they have reached the external boundary layer, diffusivity is
still needed for the particles to exit the domain despite impermeability boundary condition).
This result is consistent with the bound on mixing efficiency derived in [13] at large Péclet
number, which turns out to be independent of the molecular diffusivity (and is expected to
hold under turbulent or chaotic mixing). A comparison can be drawn between this physical
result and the existence of the so-called fast dynamos (as, for instance, the Ponomarenko
([10]) or the ABC flows dynamo ([1], [3]), whose growth-rate becomes independent of the
magnetic diffusivity in the limit of large magnetic Reynolds number.

Although the problem we consider here is quite different from the one addressed for
instance by [14] (source optimization), and even though we use a different metric for quan-
tifying the mixing efficiency (they consider the ratio of the L?-norms for the scalar concen-
tration without and with stirring, see the case p = 0 in [14]), we could recast (156) in terms
of a "mixing enhancement factor”
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and recover a similar linear dependency of the enhancement factor with Péclet number in
the asymptotic Pe — oo regime.

Conclusion

Although neither our analytical approach (due to the choice of the Ansatz (85)), nor the
numerical one (due to the use of a continuation method, the routine bvp5c being highly
sensitive to the initial) enables us to capture any existing bifurcation in the large-E regime,
we exhibit a solution which at least achieves mechanical exit time. Direct numerical simu-
lation would be necessary to ensure that the solution we find with our choice of an Ansatz,
which is suggested by the small-energy case, truly corresponds to the general optimum over
all possible flows, including small-scale, cellular patterns. However, assuming a stronger
exponent for E in (156) - say £~ with o > % - would yield

<TT> x (510[) 2oLl (160)

meaning that the L'-norm of the expected exit time corresponding to the optimal flow
would be enhanced by increasing molecular diffusivity, which seems unconvincing as a higher
diffusivity tends to improve mixing. We therefore expect any improvement compared to the
solution we find with (85) to deal only with the prefactor in (156). An important source for
improvement would presumably reside in considering the mixing enhancement achieved by
a time-dependent flow, which we have not attempted, but would be of considerable interest
also from an engineering point of view.
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A Large F, fixed m case

In the case of large E, we look at the dominant balance taking place in the bulk of the flow.
Introducing the rescaled variables B = E*B and A = E°), (90) becomes:

~ ~ ~ 2 ~
r2B"E* + rB'E® + r2AmBE“? — m?BE® = %33133&. (161)
The only contribution likely to balance the cubic term is the one containing the eigenvalue,
requiring § = 2. Then at leading order (90) degenerates into:

2

r2AmB = %B?’, (162)

which directly gives the outer solution

- 2
B, = BE® = £,/ = \E°r (163)
m

This solution does not satisfy B(1) = 0. Proper rescaling of the radial coordinate is required
so as to accommodate for the boundary condition: we introduce a new scale r = 1 —¢ep. The
inner solution has to satisfy asymptotic matching with the outer solution, which suggests
using B = E“B to get

(1—ep)?

_ 1— _ - _ 2 _
P BE + Q=) prgo o (1 — ep)2imBE* — m2BE™ — %B3E3a. (164)
€

€

Dominant balance and the requirement that the higher-order derivative be retained yield
e =O(E™%). At leading order, (164) then becomes:

2

B+ mB = %33, (165)

a solution of which can be found under the form B = By tanh(kp) where asymptotic

V2 and k= +4/™A At

m 2

matching with the outer solution as p — oo leads to By, = +
leading order the inner solution is then, up to a change of sign:

Bi = \/QEQ tanh (wmp). (166)
m 2

The energy constraint determines a:

98 1 2 1-6 2 1

= o B2+ B2 = / rB2 + " B2ydr + / (B + m2B2)dr (167)
™ 0 r 0 r 1-§

98 1-6 0 B2 2

- = B2 r(1 4+ m?)dr +/ ( Bl (1- tanh2(kjp))2 +m?B2 etanh?(kp)) >dp
v 0 " _ ool € ~-

:O(EQQ) :O(E2ae)

:O(E2a671)
(168)
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2

Dominant balance requires e = F~% and a = %, hence § =

5. The leading terms in the
energy constraint then determine the factor A:
9 0 B2 L2 BQ k2 0
Z = / < (1- ta1r1h2(l’<:p))2 dp = == / (1- 2 tanh?(kp) + tanh4(k:p)) dp
T " _ ol € € " _ ol
(169)
and since tanh? — tanh* = tanh? tanh’, we finally get:
2 BLE?[tanh(kp) tanh®(kp)]® 2Bk 2v2i% 170)
T € k 3k 3¢ 3ym
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A Stochastic Approach to Examining the Seasonal
Predictability of Arctic Sea Ice
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1 Introduction

1.1 Motivation

In the context of a warming climate, a key question of interest is the fate of the Arctic sea
ice. Reductions in the sea ice extent have the potential to greatly affect Arctic communities
and ecosystems, and an ice-free Arctic would have a range of commercial and geopoliti-
cal implications related to the opening of previously unnavigable shipping routes. More
fundamentally, the Arctic sea ice is often viewed as a diagnostic for the state of the warm-
ing Earth system, and its decline is one of the most striking indicators of modern climate
change. While it is apparent that with sufficient warming the sea ice will eventually all be
lost in the Arctic, the specifics of this decline are less well understood. This is related to the
fact that superposed on the clear seasonal cycle and general decreasing trend displayed in
the satellite record of the Arctic sea ice extent (shown in Figure 1) is significant variability
on the annual timescale.

The seasonal growth and decline of Arctic sea ice is tied to the large variations in
insolation at high latitudes over the course of the year. During the winter when the daylight
hours are short or non-existent, the Arctic ocean cools sufficiently to allow ice to form,
attaining its maximum extent in March. As the daylight hours increase through spring
and summer, the Arctic warms and the ice melts back to reach its minimum extent in
early September. The variability observed on top of this seasonal cycle is in part due to
the interannual variability of the underlying climate, but also central to this variability is
the existence of strong feedbacks in the sea ice system. Positive feedbacks act to magnify
the effect of any small perturbation to the sea ice extent, while negative feedbacks dampen
perturbations. It is consequently not just the underlying climate variability that complicates
seasonal prediction, but also fluctuations in the strength of these feedbacks on different
timescales.

Due to the intrinsic sensitivity of the sea ice system to perturbations, the ability of
modern Global Climate Models (GCMs) to predict the Arctic sea ice extent seasonally
is limited. In this project, it is hoped that insight might be gained by application of
stochastic theory to an idealized sea ice model, which captures the essential physics of the
sea ice system while allowing for unmodelled variability by inclusion of a noise term. The
physical understanding derived from this study has implications for the interpretation of
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Figure 1: Area extent of Arctic sea ice since the beginning of the satellite era. Earlier
years are shown in cold colors, with later years in warmer colors. In addition to the general
decreasing trend over the satellite era, there is interannual noise in the ice extent, with a
maximum variability displayed in September. (Data Source: NSIDC)

GCM results concerning short term Arctic sea ice prediction, and helps identify the key
processes GCMs must capture if they are to be successful at seasonal forecasting.

1.2 Defining predictability

Predictability describes our ability to say something about the state of a system at some
future time, given a specific initial condition. Mathematically, there are several ways to
quantify what is intuitively understood by predictability. A measure frequently used to
make statements about the predictability of Arctic sea ice is the correlation coefficient
between sea ice anomalies at a given start month and subsequent months of increasing
lag time, as shown for the sea ice extent data from the satellite era in Figure 2A. The
decrease in the correlation coefficient with increasing lag is associated with a decline in
predictability. However, how the time variation of the correlation coefficient relates to
a stochastic interpretation of the system is not immediately obvious. Instead, a more
transparent measure of predictability is the standard deviation of anomaly trajectories for
a given point in time: if the standard deviation increases from a given start month to a
later month, we might expect predictability to decrease due to the divergence of trajectories
from nearby initial conditions. On the other hand, if the standard deviation decreases over
the forecast period, the convergence of trajectories might be associated with an increase in
predictability.

The standard deviation of the ice anomaly (once the seasonal cycle is removed) for the
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(A) Satellite Data Lagged Correlation Coefficients (B) Annual variation in ice extent standard deviation
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Figure 2: Two measures of predictability for the detrended Arctic sea ice extent satellite
data: (A) lagged correlation coefficients, and (B) path standard deviation. (Data Source:
NSIDC)

detrended sea ice extent satellite data is plotted in Figure 2B. The standard deviation is
seen to increase throughout the year from a winter minimum, to a maximum that coincides
with the sea ice minimum in September. This suggests poor predictability of the summer
minimum of Arctic sea ice in winter due to the divergence of nearby trajectories going from
March to September associated with the increase in standard deviation over this time. In
turn, this begs the question of whether a spring “predictability barrier” might exist for the
Arctic sea ice, similar to that discussed in the literature for El Nifio prediction.

1.3 Model skill

The stochastic interpretation of predictability is closely related to the concept of skill,
defined in the modeling community as

o2

skill =1 — =S (1)
O et

where o, is the reference standard deviation of anomalies for a given period, calculated
from a long control run, and ogy, is the standard deviation of runs from a given initial
condition. If the initial value problem yields the same variance as the reference, the model
has no skill. As the variance of the initialized model ensemble decreases relative to the
reference standard deviation, the model’s skill is said to increase.

In what follows, we use stochastic theory applied to a simple model of Arctic sea ice
to explain the physical origins of variations in the predictability of Arctic sea ice, and to
better understand the concept of skill. In Section 2 the simple model is introduced, and
the key features of its deterministic solutions explained. Section 3 treats the application of
stochastic theory to this model, and finally Section 4 considers the use of GCMs for seasonal
prediction in light of the findings of the previous section.
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2 A Simple Model for Arctic Sea Ice

2.1 Model description

By working with a simple model of the Arctic sea ice, it is hoped that the fundamental
features of the system that act to control the annual variations in predictability might be
deduced. The energy balance model of Eisenman & Wettlaufer (2009) [1] (hereon E&W09)
is appropriate for this purpose in that it captures the essential physics of the Arctic sea
ice, without additional complications. The model is based on a simplified version of the
thermodynamic model of [3] coupled to a two-stream model of the atmosphere, which feels
a heat flux convergence that depends on the meridional temperature gradient.

The model evolves the single variable F, which describes the latent heat of the sea ice or
the heat content of the ocean mixed layer, depending on whether the water is frozen or not.
In the case that ice is present, F is determined from the latent heat of freezing L; times the
ice thickness h;, while in the ice-free case F is the product of the ocean heat capacity c,,
the mixed layer depth H,,; (assumed constant), and the ocean temperature 7),;. Hence,

E— —L;h; E <0 (sea ice) @)
criHmi Ty E >0 (ocean).
The energy variable evolves according to equation
dE
o = L aB)]EQ@) - Fo(t) + AFy = Fr(t)T(t, E) + Fp + nR(-E), 3)

where « is the state-dependent albedo, Fp is the oceanic heat flux to the base of the ice,
and R is the ramp function defined such that vyR(—F) represents a constant export of 10%
year~! of the sea ice in the case with ice, and is zero otherwise. The terms Fy + FrT are
the linearization of the Stephan-Boltzmann equation for the emission of longwave radiation
about freezing temperature T, (adapted to include the dependence of the atmospheric heat
flux on the meridional temperature gradient, and to allow the atmosphere to be partially
opaque), and AFp is an adjustable parameter used to apply radiative forcing perturba-
tions to the model (to mimic increased atmospheric COq levels, for instance). For given
F,, Fy, AFy, Fr, and Fg, to close the equations it remains to specify functional forms for «
and T.

The albedo of solid ice «; is very high compared to the substantially lower albedo of
open water «,,;. As sea ice melts, pools of meltwater appear on the surface, leads open up,
and the ice thins and eventually disintegrates. This is modelled in E&W09 by allowing the
albedo to decrease smoothly from «; to au,; via

a(E) = %(aml + ;) + %(aml — «;) tanh (szc) , (4)

for thickness parameter h,.
The surface temperature is given by

1) Fy ()= Fo () +AF,
—-R [( k)iLi(/}E—}?T((zf) O} E<0

T(t’E):{ E>0

Cmil H'ml
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which expresses the energy balance in the three possible cases of an ice layer that is below
freezing, melting ice, and an ice-free ocean. If the ice is below the freezing point, £ and T
are negative and ice growth occurs until a balance is reached between the surface radiative
fluxes and the upward heat flux in the ice. For ice at the freezing point, ablation may occur
and release latent heat, thinning the ice. These two regimes are expressed by the ramp
function in equation 5. When all the ice is melted, so E > 0, the mixed layer is able to
absorb energy and raise its temperature (dependent on the mixed layer heat capacity ¢,
and depth H,,;) to maintain radiative equilibrium.

2.2 Behavior of the deterministic model

For a sufficiently low forcing AFp, integration of the deterministic model yields a solution
with perennial sea ice, while for high AFj, an ice-free state results. In between, E&WO09
find a stable seasonally ice-free state in the full nonlinear model, but show that this solution
is unstable in a partially linearized version of the model. Historically it has been proposed
that seasonal ice states must be unstable due to the ice-albedo feedback, which is always
positive. This has lead to concerns regarding a “tipping point” in the stability of the Arctic
sea ice, due to the possibility of hysteresis in the bifurcation diagram of such a system.
However, in the nonlinear model E&WO09 find that competing longwave effects, which allow
thin ice to grow more quickly than thick ice, act to stabilize seasonal sea ice solutions. The
underlying structure of the system is still the same though, and additional heating once
this seasonally stable ice state has been reached could result in hysteresis behavior as the
system jumps to the permanently ice-free state.

A minimal model for a seasonally stable ice cover is analyzed in [4], in which it is deduced
that the minimal condition for stability of a seasonal ice state is that the seasonal cycle be
broken into more than two periods such that there may be heat loss by the ocean during
the period when the summer is ice-free. This follows intuitively from the understanding
that the ocean mixed layer must lose its accumulated heat before ice can form.

3 Stochastic Theory & its Implications for Predictability

While the deterministic deterministic E&WO09 model captures the essence of the seasonal
cycle of Arctic sea ice, it was seen in the satellite data in Figure 1 that the real ice extent is
subject to small amplitude variability superposed on this cycle. To simulate this variability,
a noise term may be added to the governing ODE of the deterministic model, turning it
into the Stochastic Differential Equation (SDE)

dE
G = fEY+ ot (6)

where the term f(FE,t) encapsulates all the right-hand side forcings of Equation 3.

3.1 Stochastic perturbation theory

The small magnitude of the noise in the sea ice extent in relation to the amplitude of its
seasonal cycle motivates the application of the stochastic perturbation theory developed by
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Moon & Wettlaufer (2013) [5], in which the solution to the SDE is sought as a perturbation
about the time-dependent ODE solution in terms of small parameter ¢, which is the noise
magnitude.

Starting from the deterministic equation

dFE,
= Esa t),
= () 7
we suppose that the SDE
dE
E:f(E,t)Jra{ (8)

is solved by E = E; + n(t), for n small, so that the right-hand side of Equation 8 may be
expanded about ODE solution Es as

at | oEIs.T T 20E2 IR,
= c(t)yn + d(t)n* + o, (10)

n* + } + o€ (9)

where time-dependent parameters ¢ and d are defined such that ¢(t) = 0g f|g, and d(t) =
% f|B,/2-

It follows from the above that the time evolution of perturbations to the underlying
seasonal cycle of the zero-dimensional sea ice model are entirely governed at leading order
by the parameters c and d. These parameters vary over the course of the year, and display a
seasonal cycle just like the sea ice. Over short time periods for which perturbations remain
small and the above theory is valid, ¢ and d may be considered constant to simplify analysis.
In what follows, a consideration of the system’s behaviour for constant ¢ and d of different
signs will allow the roles played by c and d in determining the evolution of perturbations to
the sea ice, and their resultant impact on the predictability of the system, to be understood.

3.2 Numerical solution

To integrate Equation 10, the Euler-Maruyama method may be employed. The Euler-
Maruyama method is an adaptation of the Euler method for SDEs. At each timestep in the
standard Euler integration, a Guassian random variable is drawn from normal distribution
of mean zero and standard deviation 1. This value is scaled by the size of the timestep and
the noise amplitude, and added to account for the noise term in the SDE. Explicitly

Ne1 = N + f(ne)dt + odW, (11)

where dW ~ N(0,/dt). If an ensemble of such integrations are run for a given initial
condition, each with different realisations of the Guassian noise term at each timestep, a
pdf of the solution may be obtained from the spread of the ensemble at a given time. This
method is explained in full in [2].

Ensembles of integrations from a given small initial perturbation for constant ¢ and d
are shown in Figure 3. For different signs of ¢, very different behaviour is observed, with
the divergence of trajectories for ¢ > 0, and convergence for ¢ < 0. To understand this
behaviour, and the importance of the values of ¢ and d, an analytical solution is sought.
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Figure 3: Realisations of integrations of Equation 10 using the Euler-Maruyama method
for ¢ > 0 (left) and ¢ < 0 (right). The ensemble mean is shown in black.

3.3 Analytical solution

Expanding 1 in powers of the (small) noise magnitude o as n = 19 + o1 + o292 + ..., and
considering the equation at subsequent orders of o,

o(1) : % = c(t)no + d(t)ng
O(0) : ﬁ = [e(t) +2d(t)no(t)] m + & (12)
T = [e(t) + 2d(e)mo(t)] ma + d(O)m (1),

It is immediate that the equation is deterministic at leading order, with solution

cno(0)e
¢+ dno(0) — dno(0)ect’

no = (13)

whose evolution is described by potential V (t) = —%cng — %dng’. The shape of this potential
for the different sign cases is shown in Figure 4. As we supposed 7 is a small perturbation
to the deterministic solution and so close to zero, the salient point to take from Figure 4
is that zero is a steady state for ¢ < 0, and and unsteady state for ¢ > 0. In this respect
¢ determines the stability of the system, explaining the divergence seen in the numerical
solution for ¢ > 0, and the convergence for ¢ < 0. The parameter d, meanwhile, controls the
concavity of the potential, and influences the asymmetry of the response to positive versus
negative perturbations.
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Figure 4: A schematic of the potential governing the evolution of the deterministic first
order solution to the SDE.
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3.3.1 Order o

The stochastic term £ enters the equation at first order in o, so it is possible to write down
the Fokker-Planck equation for the evolution of the pdf p of ; for a given initial condition:

9p _

2
i Qd(t)no(t)]a?h(mp) L L%

——. 14
2 0n? (14)
This equation is complicated by the fact that the O(o) equation is non-autonomous, due
to ¢,d, and 719 being time-dependent. To solve, the Fourier transform in 7; is taken to give
op op Kk
— =ck———p 15
ot~ “ok 27 (15)

where ¢(t) = ¢(t) + 2d(t)no(t). The characteristic equations for this PDE are

dk

dp k%
a9 (17)

which integrate to give

k = ko exp (- /0 "as) ds> (18)
5= exp (—/Otk;ds) (19)

Substituting for k in the equation for p, taking kg outside of the integral and then substi-
tuting back using kg = kexp (fg é(s) ds), p is found to be

2 t
p = exp |:_k; <€2 s &) ds/ o2 J5 é(r) ar d8>:| ) (20)
0
Finally, on inverting the Fourier transform we have
1 Ui )
= exp| —= |, 21
P= Jomgr &P ( 207 (21)

where the time-evolving standard deviation a% is described by

t
0% = 62I(t)/ e21(5) g, (22)
0

I(t) = /0 [c(s) + 2d(s)no(s)] ds. (23)

From this it can be deduced that the standard deviation, and hence the predictability, of
perturbation trajectory ensembles is dependent on the parameters ¢ and d. For negative
¢ there is the possibility that the standard deviation will converge with time, and hence a
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Figure 5: Left to right: Time evolution of the pdf of a perturbation 7 once its deterministic
O(1) part has been subtracted for (A) ¢ > 0 and (B) ¢ < 0 (¢,d constant). Numerical
integrations are shown in the blue histograms, and the O(o) analytical solution is overlaid
in red.

degree of predictability will be maintained, while for positive ¢ it can be seen that op will
diverge, and information will be lost. This agrees with the interpretation of ¢ as defining
the stability of the system at first order, as noise is magnified when the system is in an
unstable state, and damped when the system is stabilizing.

This analytical solution is compared to the pdfs computed numerically from ensemble
integrations of the SDE in Figure 5. In Figure 5A, for case ¢ > 0 when the deterministic
solution is close to an unstable steady state, the analytical solution agrees with the numer-
ically observed rapid divergence of trajectories. In the stable case ¢ < 0 shown in Figure
5B, both the analytical and numerical solution display the maintenance of a tight Guassian
centred about the deterministic solution. There is some divergence in the tails between the
analytical and numerical solutions for the case ¢ > 0, but overall the agreement is fair.

The role of parameter d is explored in Figure 6, in which the time evolution of standard
deviation 0’% is plotted for various sign choices of ¢ and d. There is either exponential growth
or convergence of the standard deviation, depending on the sign of ¢, as seen in Figure 5.
The parameter d has a lower order effect on the rate of this growth or convergence.

3.3.2 Approximations for small perturbations at small time

To understand the influence of ¢ and d more clearly in Equation 22, consider the evolution of
a small perturbation over a short time period, so € = dn(0) < 1 and ¢t < 1. Such solutions
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Figure 6: Time evolution of the O(c) standard deviation for various constant values of ¢
and d.

are relevant as perturbations to the Arctic sea ice are generally small in comparison to the
climatological value, and the initial evolution of the stochastic solution is of most interest
in determining the roles of ¢ and d.

On introducing small parameter €, we have that by definition,

2ceet

c=c+——.
+ c+e(l —et)
So substituting into the expression for I(t),

cee®s

t
I(t) =ct+2 _d
(8) =t + /Oc+e(1—ecs)8
c
=ct + 21 —_— 2
ct + og<c+€(1_ect)>, (25)

assuming constant ¢ and d. It follows that

t
0%2621@)/ o—21(5) g
0

= o2t <C+€(f_€t))4 /Ot e~ 2es (1 n 2(1 - eCS))4ds. (26)

Thus far, no assumptions have been made other than that ¢ and d are constants. If it is
now supposed that € is small, the binomial parts of the above expression for the standard
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deviation may be expanded to give

0% =~ ¢? (1— - )/Ote—208< 4;(1—605)> ds
[
<1+4e<c D) (5 -0~ <ect—1>2). (27)

Then to O(e), the standard deviation becomes

1 2
0% ~ %(62“ -1+ e?eCt(eCt —1)2 (28)

From this approximate expression, the role of ¢ and d deduced from numerically integrating
the full expression for the standard deviation can be seen directly. If ¢ is negative, then the
limit as ¢ — oo can be found as —1/2¢, whereas if ¢ is positive, the variance grows without
bound with time. The parameter d only enters in combination with the initial perturbation
70(0) through € = dny(0). A positive value of € increases the growth in the variance at
second order, so positive perturbations to the sea ice extent lose predictability more rapidly
when d > 0 than when d < 0, whereas negative perturbations lose predictability faster for
d < 0.
Applying the small time limit ¢t < 1, the exponentials may be expanded to give

T t(1+ (26 + o)t), (29)

demonstrating the role of both ¢ and d (through the parameter €) in the divergence of
trajectories at small time. As discussed previously, both positive ¢ and positive € contribute
to the loss of predictability due to the increase of cr% with time.

3.3.3 Order o2

At O(0?), the stochasticity is no longer explicit in the 7o equation, but enters through the
appearance of the stochastic variable 77;. To obtain a Fokker-Planck equation at second
order then, we return to equation 10, and write down Fokker-Planck equation

dp d 9, T2
— =—— d A 30
o 877(cn+ )P+ o (30)
Now rescaling by defining y such that n = oy,
8p 8 ~ 2 162p
— = —— d —— 31
oy = ooy +do)o+ 5 5 (31)
the Fokker-Planck equation may be expanded in powers of o as
O1): gt =~y (Cum) + 37/ i
0
O(o): Gt ==& (eyp) + 355 — & (dy*m) (32)
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Due to the rescaling employed, the O(1) equation is identical to that seen previously in
the O(co) problem, and the O(c?) solution comes from the O(o) Fokker-Planck equation
above. Note that the form of the higher order equation is the same as that of the lower
order equation, but with an additional forcing term determined by the lower order solution.
To solve, a Fourier transform is taken in y to give

9p1 pr kK 9% po

— =¢k—— — —p1 +idk : 33

T R YR TE (33)
Substituting in the known Guassian form of gy, the method of characteristics may be applied
similarly to before to solve for pi. It is found that

o2 k>

1 = id [S(t)k?’ — M(t)k] exp <— T2 > , (34)

t
for:  S(t) = 631(t)/ ore310) s, (35)

0

t
M(t) = el(t)/ o2e 1) ds (36)

0
Inverting for p1,
dpo Idpo
=dM(t)— +dS(t)=—.
= M52 + dS(0) (37)
So recalling that y = n/0,
p =~ po+opy (38)
dpo & po
2 4
= dM (t)—— dS(t)—= 39
pot+o ()ay +o (>3y3 ( )
dM dsS
=|1=—5n+—0n- 773)}/)0- (40)
or or

3.3.4 Evolution of moments

The analytical form of the probability distribution calculated to second order in ¢ has the
following moments

<np>=—0c*dM (41)
<n’p > = (0or)? (42)
<nPp>=0c(3dMo2 — 6dS). (43)

The distribution skewness, defined as

:<173p>—3<np><772p>—<77p>3

Sk ~ 2y S (44)
can be calculated from these moments as
Sk =2 [ — 6dS + 6do2 M + 02d3M3] . (45)
or
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Figure 7: Evolution of the perturbation pdf skewness with time, for varyious constant values
of parameters ¢ and d.

This is plotted in Figure 7. Inclusion of the second order correction yields little improvement
of the analytic solution, but it allows the interpretation of the parameter d as the asymmetry
present in the system, when coupled with initial condition 1(0). For n(0)d positive, the
skewness evolves to positive values, while for 1(0)d negative, the skewness becomes more
and more negative with time. This may be intuitively understood by referring to the
potentials in Figure 4, in which it can be seen that if (0)d is positive, the initial condition
is on the same side as the origin as the unstable steady state, while if 1(0)d is negative, it
will be on the same side of the origin as the stable steady state. Depending on the stability
of this nearby secondary fixed point, the tails of the distribution evolve differently, resulting
in a positive or negative skewness.

3.4 Physical interpretation

From the simple model of Arctic sea ice, it has been seen that increases in the standard de-
viation of trajectories are caused by ¢ positive, while convergence of trajectories is achieved
for ¢ negative. Returning to the definition of ¢ as Og f|gg, ¢ may be interpreted as rep-
resenting feedbacks in the sea ice system. For c¢ positive, the forcing f increases with the
ice thickness variable F implying that positive feedbacks dominate, while for ¢ negative,
an increase in F causes a reduction in the ODE forcing so that the system is controlled by
negative feedbacks. This interpretation allows a physical explanation for the seasonal vari-
ation of the sea ice extent standard deviation in terms of the annual variation of feedback
strengths in the Arctic.

The two main relevant feedbacks in the Arctic are the ice-albedo feedback and the
longwave stabilization feedback. The ice-albedo feedback refers to the effect of changes in
surface albedo with ice thickness and extent. Any initial ice melt reduces the surface albedo,
causing more solar radiation to be absorbed, resulting in further melting. Conversely, a
positive perturbation to the ice thickness or extent increases the surface albedo so that
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Figure 8: A schematic of the seasonal variation in trajectory standard deviation, and the
physical mechanisms that control this. The spreading of trajectories in spring and summer
is associated with the dominance of the positive ice-albedo feedback during this time of
year, while the dominance of the negative longwave stabilization feedback in fall causes the
re-focussing of trajectories going into the winter months.

more radiation is reflected, the system cools, and more ice is able to form. The ice-albedo
feedback is therefore a positive feedback. The longwave stabilization feedback, on the other
hand, describes the faster growth of thin ice than thick ice due to the nonlinearity of
the system, and is a negative feedback. If there is a negative perturbation to the sea ice
thickness, the speed at which is grows increases, pushing the system back to equilibrium.
Similarly, the growth of positive perturbations is arrested, again stabilizing the system.

On a seasonal basis, the strength of the ice-albedo feedback varies in step with the solar
radiation. In the winter when there is no sunlight to produce a positive ice-albedo feedback,
the negative longwave stabilization feedback dominates, and we would anticipate a negative
value for c. As the insolation increases through spring, the ice-albedo feedback increases
in strength, raising the value of ¢ to its summer maximum. As the value of ¢ controls
the growth of the standard deviation of trajectories, this explains the observed seasonal
variation in sea ice extent standard deviation, which is low during winter and increases to a
September maximum in step with the Arctic insolation levels. This situation is illustrated
in the schematic in Figure 8.

The second parameter of relevance that came out of the preceding analysis was €; the
combination of d = 9% f|gs/2 and 1n9(0). It was seen that predictability was lost more
quickly in the case of positive €. The simple model shows the seasonal cycle of d as following
a similar pattern to that of ¢; positive in the spring and summer, and negative over winter.
As e comprises both d and the sign of the initial perturbation, this suggests faster loss of
predictability following anomalously high ice extents (19(0) > 0) than for anomalously low
spring ice extents (79(0) > 0) in spring when d > 0, but the converse in fall when d > 0.

3.4.1 Changing predictability in a warming climate

With the aid of the physical framework outlined above, it is possible to attempt to answer
the question of how the predictability of the Arctic sea ice extent might change in the
context of a warming climate. Running the simple model of Eisenmann & Wettlaufer with

379



Radiative forcing AF, ~0.4Wm™* Radiative forcing AF, ~0.5Wm >

¢ 8 =— ¢ —d g 8 —c¢ —d

3 2

T 6 = 6
> >

— 4 - 4
o} i)

@ 2 5 2
E E
@ g
]
g 2

-4 -4

10.0 10.2 10.4 10.6 10.8 11.0 50.0 50.2 504 50.6 50.8 51.0
model time (years) model time (years)
. Radiative forcing AF}, ~0.6Wm > i Radiative forcing AF, ~0.7Wm *
) o
=2 =
g g
— e
3 2
° 5]
E E
o o
g g
70.0 702 704 706 708 70 2.0 9.2 904 906 2.8 91.0
model time (years) model time (years)

Figure 9: Steady state seasonal cycle of parameters ¢ and d under increasing radiatve forcing
Fy from the E&W09 model. The seasonal cycles of both ¢ and d are amplified as the forcing
is increased from 0.4Wm™2 to 0.7Wm™2.

increased values of radiative forcing Fp, the annual cycle of ¢ is seen to amplify under global
warming as shown in Figure 9. As ¢ becomes more positive in summer months in a warmer
climate, it might be anticipated that the predictability of the September minimum of Arctic
sea ice will decline under global warming. Conversely, as c is seen to become more negative
during winter as Fy increases, the predictability of the winter maximum might increase.
Although the influence of de on predictability is secondary to that of ¢, the amplification
of the seasonal cycle of d could likewise contribute to a worsening predictability of summer
sea ice minima following positive perturbations to the spring ice extent, but might act to
improve predictability following anomalously low spring extents. Again, the converse would
be true for the prediction of the winter sea ice maximum, when the sign of d is reversed.

3.5 The backward equation

From analysis of the Fokker-Planck equation, it has been seen that predictability in the
sense of trajectory standard deviation is limited by the dominance of positive feedbacks
in the sea-ice system in spring. However, given an observed sea ice extent in September,
what does this feature of the system mean for our ability to pinpoint the origin of such an
anomaly? This problem calls for application of the Kolmogorov Backward Equation (KBE),
which gives the pdf at some initial time s < to,q = 0 of conditions that could have led to
solution 7enq at t = teng (where stochastic perturbation is applied as before so that 7 is a
small anomaly superposed on the seasonal sea ice solution).
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From the O(o) expansion fo Equation 10, the KBE may be written down as

dp dp 10%
£ = 2 2422 E
o0 = [e(s) + 2d(mo(e)m g + 558

Fourier transforming and applying the method of characteristics as for the forward equation,
the standard deviation of the leading order Guassian solution is found to be

0
oA = 6213(5)/ e2B(r) qp (47)

(46)

0
Ip(s) = / [C(T‘) + 2d(r)770(7‘)] dr . (48)

This is plotted backwards in time in Figure 10.

Figure 10 demonstrates that the evolution of the standard deviation of trajectories
going back in time is controlled by the stability parameter ¢ just as for forward trajectories.
However, unlike for the forward case, a positive value of ¢ leads to trajectories converging
backwards in time, while a negative value of ¢ causes them to diverge. Returning to the
interpretation of ¢ as the stability of the system, this can be understood in terms of the
possible initial conditions that could have produced a given anomaly. If the system is in a
stable regime (¢ < 0), trajectories may have originated from a large range of ICs within the
potential well, so looking back in time the pdf of ICs that could have resulted in a given
anomaly is broad. On the other hand, if the system is unstable (¢ > 0), there is a very low
probability of the IC being far from the origin, as this is a potential hill when the system
is unstable.

If the KBE standard deviation is plotted further back in time for the stable case, then
the direction of the perturbation (controlled by asymmetry parameter 17y(0)d) is found
to matter, with some divergence in trajectories occurring if this places the perturbation
on the side of the origin with a potential well, as opposed to further convergence if the
perturbation was on the opposite side of the origin (see Figure 4). While this agrees with
the interpretation above, its physical relevance may be limited by the fact that stochastic
perturbation theory is only valid for small perturbations, as so may fail far back in time
when trajectories are far from the origin.

As for the forward equations, approximations for small perturbations at small time can
be made for the backward equation to see directly the role of ¢, d, and 19(0) in the equation.
For small parameter e defined as before, for constant ¢ and d the expression for Ig(s) is

cee

t
I(t) =ct+ 2 —d
B(t) =ct+ /0 P —y s

= ct — 2log (c> : (49)

c+e(l—ect)
where the change of variables ¢ = —s has been made in the definition of Ig for ease of
comparison with the forward equation. Then

t
o2, = e=2n(t) /0 28(5) g

— 2t <c—|—e(lc—et)>4 /Ot e2es (1 + 2(1 - e_cs)>4 ds. (50)

—CS
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Figure 10: Trajectory standard deviation evolution backward in time, as calculated from
applying the Kolmogorov Backward Equation to the O(c) problem for various constant
values of parameters ¢ and d.

Now assuming that e is small, the binomials may be expanded as before, allowing integration
for the approximate expression

4e e 1 9% 2¢ —e
0'%2 (1—6(1—6 t)) (20(1—€ 2t)+g(1—€ t)z). (51)
Then to O(e),
1 —2¢ 2e —c —ci
U%B:%(l—e 2t)—§6 t1 —emh)2, (52)

It can immediately be seen from this expression that the influence of ¢ on the standard
deviation has changed signs; now a positive value of ¢ allows the variance to converge, while
negative c¢ leads to exponential growth of the variance with time. Similarly, the sign of € is
flipped, with positive dn(0) now reducing the divergence of trajectories.

These findings bode well for the attribution of a given year’s September sea ice minimum
to events earlier in the season, even if the forward equation suggests that the prediction of
this minimum is inherently limited. There have been attempts in the literature to trace
anomalous sea ice extents in specific years to the spring melt pond fraction [6], or the
occurrence of given winter storms [7]. In particular, our understanding of the role of ¢
suggests attribution of extreme summer minima (i.e. negative 7(0)) should be easier than
the attribution of maxima (positive 19(0)) when d has a positive value as in summer.

382



3.6 Understanding skill

Returning to the concept of skill defined in the Section 1.3, we may now relate this to the
system’s stability in a similar manner to the above treatment of predictability. Recall that

02

skill =1 — 5% | (53)

aref

for reference standard deviation o2, and sunulatlon standard dev1at10n 02,,. In the context

of the simple model considered previously, o s1rn is the quantity O'T defined in Equation 77.
To calculate o2, the long time limit of the O(c) SDE is taken following [5], which gives

02, = exp (2 /0 ' c(s) ds ) [I I IT} , (54)

[on(caf o)
e o2 w04)

v = —/0 c(s) ds, (57)

where

Iy =

for t = nT + t, where T is the period length of ¢, and ¢ =t mod T.
To make the skill calculation numerically tractable, consider a simplified two-season

model in which ¢ = ¢p > 0 for six months (‘spring’), and ¢ = —cy < 0 for six months
(‘fall’);
0<t<1/2
ety =47 st<l/ (58)
—CN 1/2 <t<l,

where cp and ¢y are positive and ¢y > cp for stability. In this system,

Iy = /0 " (-2 /0 ' c(s)ds) dr+ /1 /12 exp (—2 /0 ' c(s)> dr

v 1 1
= e “Pldr + exp | —cp +2en(r— =) ) dr
0 1/2 2

1
— (1 —ecP T (eENTCP _ pmCPY 59
e (L= 7)o (eoner — emer) (59)
Also,
1/2 1
v = —/ cpds —l—/ cnds
0 1/2
1

= i(CN — Cp). (60)
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The value of I; depends on which half of the year the model is in. When 0 < t<1/2,

i

1 ~

I; = / exp(—2cpr)dr = — (1 — e~ 2ePt), (61)
0 2cp

while if 1/2 <t < 1,

1/2 t 1
I; = / exp(—2cpr)dr + / exp <—CP +2en(r — )) dr
0 1/2 2

1 1 7
= E(l —e P+ ﬁe_(CP%N)(eQCNt —eN). (62)

The above expressions give reference standard deviation

- 1 ~
Urzef = e2ert [2013(1 — e_QCPt)—i—

elen——cp) — 1 \ 2¢cp 2cn

1 1 1
(1= )4 gtelerer —een))| (63)
in the first part of the year (i.e. 0 <t < 1/2), and

(1—e )+ Le_(CP'i‘CN)(eQCNf — €M)

2 CP-‘rCN—QCNE 1
QCp 20]\[

Oref — €

1 1 1
+7@(0N*CP) 1 (2CP(1 —e P + E(G(CN cP) _ o CP>:| (64)
in the latter part of the year (1/2 <t < 1).

Figure 11 shows the time evolution of the skill for such a model, in the case of a spring
start of for the case of a fall start. It is apparent that skill is lost more rapidly when the
system is in the unstable spring state than when the model is in the stable fall state. This
agrees with the role of the stability parameter ¢ in controlling whether nearby trajectories
converge or diverge, as explained previously.

A concept often noted in the literature on model skill is that of reemergence. In general,
model skill is expected to decrease monotonically away from a given initial condition. How-
ever, some models exhibit a slight increase in skill following their initial decline; a feature
referred to as reemergence. One hypothesis put forward to explain this phenomenon is that
of natural variability. Initial work has suggested that the simple model may demonstrate a
reemergence of skill at long time if forced periodically, which motivates further consideration
of this concept in future work.

4 Application of Results to Global Climate Models

In practice, the seasonal prediction of Arctic sea ice is not done using simple one-dimensional
models, but using high resolution Global Climate Models (GCMs). From a consideration
of the origins of predictability in a simple model, however, it is evident that GCMs must
be capable of capturing the important feedbacks at play in the Arctic (principally, the
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Figure 11: The decrease in skill over time for different start months; one during the unstable
season (spring; ¢ = 0.1) and one going into the stable season (fall; ¢ = —2.0).

positive ice-albedo feedback and the negative longwave stabilization feedback) if they hope
to predict Arctic sea ice on a seasonal basis. It might be expected that if such feedbacks are
incorporated in the GCMs, they will show the same seasonal variation in standard deviation
seen in the satellite data and explained by the simple model considered above.

4.1 CMIP5 data

To assess the success of GCMs at reproducing the seasonal cycle in the standard deviation
sea ice anomaly trajectories that forms the basis of our understanding of predictability,
data from the CMIP5 model ensemble is analysed. CMIP5 is the fifth Climate Model
Inter-comparison Project, and gathers state of the art GCMs for a series of standardised
runs with common forcings to enable comparison between the models. Available statistics
include the ice thickness, the sea ice extent, and the ice volume. From the ice extent, a
secondary metric known as the Equivalent Ice Extent (EIE) may be calculated, which is
the area within the sea ice margin. This may be used to avoid biases resulting from the
location of the ice in relation to land.

To analyse the GCM sea ice predictability, timeseries of the statistics listed above were
taken from the CMIP5 historical runs. These runs start between 50 and 150 years before
present, depending on the model, and are run through to the modern day with conditions
mimicking those of the last century. For each model, the data was detrended, and its
seasonal cycle was removed. The remaining timeseries anomalies were then split into years,
with each year considered an independent anomaly trajectory. This enabled calculation of
the annual cycle of the trajectory standard deviation, both for individual models and for
the CMIP5 data as a whole, as shown in Figure 12 for the EIE.
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0.25

Figure 12: Annual evolution of the standard deviation of the EIE anomaly for the different
models included in CMIP5, with the multimodel standard deviation shown as the black
dashed line.

It is evident from Figure 12 that the models, in general, do not capture the seasonal cycle
in the sea ice anomaly standard deviation seen in the satellite data. This is problematic
given the relation of the seasonal variation in standard deviation to the annual cycle in
feedback strengths, which is fundamental to the problem of seasonal prediction. Some
insight can be gained into why the models might be failing by plotting the EIE before the
seasonal cycle is removed (Figure 13). In Figure 13 it is seen that the models may be split
into two rough categories; those that capture the naturally observed sinusoidal seasonal
cycle in the Arctic sea ice, and those that have a somewhat unnatural cycloidal-shaped
seasonal cycle. If the ice extent is considered instead of the EIE, however, this cycloidal
behaviour is eliminated and all the models display a sinusoidal seasonal cycle. This suggests
that the models may have been tuned to fit the ice extent rather than the EIE, resulting
in the strange seasonal cycles seen in Figure 13, and a loss of the statistical behaviour
pertinent to seasonal prediction.

It is hoped that the models might succeed better at reproducing the statistics of the ice
thickness and ice volume, as these metrics are dominated by the less noisy multi-year ice,
and consequently not as prone to the large interannual fluctuations experience by the sea
ice extent.

4.2 Ensemble size & statistic convergence

When using GCM runs to make statements about the Arctic sea ice, a further issue is that
of ensemble size. Under the assumption of independence, the CMIP5 data might be thought
of as providing a collection of stochastic trajectories of Arctic sea ice extent. How many
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Figure 13: The seasonal cycle of Equivalent Ice Extent (EIE) for a selection trajectories
from each of the CMIP5 models. Left: those models that capture a sinusoidal seasonal
cycle, right: those models with a cycloidal seasonal cycle.

models then are needed to make robust statistical statements about the behaviour of ice,
say under a forcing like that associated global warming?

In Figure 14, the simple model SDE is integrated for increasing ensemble sizes ranging
from 10 to 1000, and the time evolution of the resultant standard deviation is compared
to that computed from the analytic solution. Convergence occurs relatively quickly, with
ensemble sizes of around 50 producing standard deviations that are in reasonable agreement
with the analytic result. Even such a modest ensemble size is somewhat larger than the
number of models included in CMIP5, though. This should be taken into consideration
when drawing conclusions from GCM data derived from a limited number of runs.

5 Conclusions & Future Work

The application of stochastic perturbation theory to a simple model has allowed the annual
variations in the predictability of Arctic sea ice to be traced back to the stability of the
system, which arises from the presence of feedbacks. The dominance of the positive ice-
albedo feedback in spring makes the system unstable, resulting in low predictability of the
sea ice minimum going into summer. The negative longwave stabilization feedback in fall,
however, focusses sea ice anomaly trajectories going into winter, increasing predictability
during this period. It was seen that the problem of attribution works in reverse, with an
unstable system making anomalies easy to attribute to events earlier in the season, and a
stable system complicating attribution.

It was further shown that the system stability may be directly related to the concept
on model skill. In the unstable regime (i.e. spring), model skill drops off faster than in
the stable regime (i.e fall). This is likewise a consequence of trajectories diverging away
from an initial condition when positive feedbacks dominate, and converging when negative
feedbacks dominate. Change in the strength of the ice-albedo and longwave stabilization
feedbacks under global warming would alter the stability properties of the system, affecting

387



0.040

0.035

0.030

0.025

0.020

0.015

0.010

0.005

0.000

00

Convergence of o, with ensemble size
N, =0.1, 0=0.05, c=-1.0,d=0.1

02

04

06

a form =10

o for m =50

o for m =100
o for m =1000
analytic o,

08

0.08

0.06

0.04

0.02

0.00

00

Convergence of o with ensemble size
N; =01, 0=0.05,¢c=1.0,d=0.1

02

04

086

a form =10
o for m =50
o for m =100
o for m =1000
analytic o

08 1.0

Figure 14: Convergence of the standard deviation from the numerical integration of ensem-
bles to the analytically computed standard deviation when the system is in a stable regime
(left) and an unstable regime (right).
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our ability to predict the summer and winter sea ice extents.

A brief analysis of GCM data suggests that current generation models may experience
difficulty in the seasonal prediction of Arctic sea ice as their failure to capture the annual
cycle of sea ice variance suggests difficulty in reproducing principal physical feedbacks that
underlie the evolution of sea ice anomalies.

It should be noted that the methodology presented in this project is by no means
constrained to the Arctic sea ice system, but may in fact be applied to any problem for
which there is relatively small magnitude noise superposed on a strong periodic cycle. As
such, future work might focus on using this framework to consider other climate signals for
which seasonal or interannual prediction is of interest.
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