
Submesoscale Processes at Shallow Salinity Fronts in the Bay of Bengal:
Observations during the Winter Monsoon

SANJIV RAMACHANDRAN AND AMIT TANDON

Department of Mechanical Engineering, University of Massachusetts Dartmouth, Dartmouth, Massachusetts

JENNIFER MACKINNON, ANDREW J. LUCAS, ROBERT PINKEL, AND AMY F. WATERHOUSE

Scripps Institution of Oceanography, University of California, San Diego, La Jolla, California

JONATHAN NASH AND EMILY SHROYER

College of Earth, Ocean and Atmospheric Science, Oregon State University, Corvallis, Oregon

AMALA MAHADEVAN, ROBERT A. WELLER, AND J. THOMAS FARRAR

Woods Hole Oceanographic Institution, Woods Hole, Massachusetts

(Manuscript received 20 December 2016, in final form 30 December 2017)

ABSTRACT

Lateral submesoscale processes and their influence on vertical stratification at shallow salinity fronts in the
central Bay of Bengal during the winter monsoon are explored using high-resolution data from a cruise in
November 2013. The observations are from a radiator survey centered at a salinity-controlled density front,
embedded in a zone of moderate mesoscale strain (0.15 times the Coriolis parameter) and forced by winds
with a downfront orientation. Below a thin mixed layer, often #10m, the analysis shows several dynamical
signatures indicative of submesoscale processes: (i) negative Ertel potential vorticity (PV); (ii) low-PV
anomalies with O(1–10) km lateral extent, where the vorticity estimated on isopycnals and the isopycnal
thickness are tightly coupled, varying in lockstep to yield low PV; (iii) flow conditions susceptible to forced
symmetric instability (FSI) or bearing the imprint of earlier FSI events; (iv) negative lateral gradients in the
absolutemomentumfield (inertial instability); and (v) strong contribution fromdifferential sheared advection
at O(1) km scales to the growth rate of the depth-averaged stratification. The findings here show one-
dimensional vertical processes alone cannot explain the vertical stratification and its lateral variability over
O(1–10) km scales at the radiator survey.

1. Introduction

The Bay of Bengal receives an enormous amount of
freshwater from precipitation and river runoff (Shetye
et al. 1996; Sengupta et al. 2006). According to estimates
from observations (Dai and Trenberth 2002; Fekete and
Vörösmarty 2002; Sengupta et al. 2006), the Bay ac-
counts for more than half of the total continental runoff
into the entire tropical IndianOcean. The Bay is freshest
during June–August (Rao and Sivakumar 2003) when
both precipitation and the rivers, swollen from the
monsoon rains, feed the Bay. This influx of freshwater

often creates thin, salinity-stratified layers confined to
the upper 20–30m of the Bay. The consequences of this
stratification for vertical exchange have been the focus
of much research (Sengupta and Ravichandran 2001;
Vinaychandran et al. 2002; Thadathil et al. 2007;
Sengupta et al. 2008). Strong stratification near the
surface inhibits vertical turbulent transport, thereby
limiting the subsurface fluxes of momentum, heat, and
tracers (Kumar et al. 2002). The resulting dynamical
isolation of the surface layers from the deeper nutrient-
rich layers is a key factor explaining the lower biological
productivity of the Bay compared to the Arabian Sea on
the western coast of India (Kumar et al. 2002). The sa-
linity stratification near the surface allows for strong
subsurface temperature inversions (as large as 48C), a
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defining feature of the Bay during winter (Thadathil
et al. 2002). The entrainment of subsurface warm layers
prevents the decrease in SST typically associated with
mixing during a storm (Sengupta et al. 2008). Vertical
mixing of temperature inversions can even achieve a net
warming of the upper ocean, which in turn can intensify
cyclones through enhanced convective activity (Balaguru
et al. 2012).
The role of lateral gradients in salinity has been more

challenging to decipher. The influx of freshwater into
the Bay not only enhances the vertical stratification but
also generates strong horizontal density gradients
[;O(1) psu] over O(1–10) km scales (Shetye 1993). As
the freshwater plumes get advected offshore and stirred
by mesoscale eddies, abundant in the Bay (Gopalan
et al. 2000), they create sharp fronts far away from the
coast. Indeed, the observations in the present study re-
corded salinity differences as large asO(1) g kg21 across
O(1) km in the central Bay toward the edge of a meso-
scale eddy. This region was characterized by a moder-
ately confluent mesoscale strain field, an environment
conducive to frontogenesis and submesoscale [O(1–10)
km] instabilities (D’Asaro et al. 2011). The presence of
such sharp frontal gradients raises the possibility of an
active role for submesoscale processes in the Bay.
Fronts in the mixed layer can host a wide variety of in-

stabilities. In this document, we use the term ‘‘frontal in-
stabilities’’ broadly to refer to such instabilities, which
include baroclinic and symmetric instability and other
types of instabilities (Arobone and Sarkar 2015). Among
the different possible classes of frontal instability, sym-
metric instability (SI; Taylor and Ferrari 2010; Thomas
et al. 2013) and ageostrophic baroclinic instability (ABI;
Boccaletti et al. 2007; Capet et al. 2008a; Fox-Kemper et al.
2008) have received considerable attention in observa-
tional and numerical studies.1 Other instabilities such as
anticyclonic ageostrophic instability, predicted by linear
theory (Molemaker and McWilliams 2005), have been
documented in direct numerical simulations (Barkan et al.
2015) but await experimental confirmation. The presence
of surface waves introduces complex interactions between
fronts and Stokes shear that recent works are beginning to
address (McWilliams and Fox-Kemper 2013; Hamlington
et al. 2014; Haney et al. 2015).
SI occurs when the Ertel potential vorticity (PV) at-

tains negative values (in the Northern Hemisphere;

Hoskins 1974). It is a two-dimensional instability with no
variation of properties along the front that extracts en-
ergy from the flow by feeding on the geostrophic shear.
A flow in geostrophic balance permits SI for values of
the balanced Richardson number RiB smaller than
unity. Downfront winds (aligned with the thermal wind)
or surface cooling at a front can continuously extract PV
from the water column (Thomas 2005), giving rise to
forced symmetric instability (FSI; Thomas et al. 2013).
Ageostrophic baroclinic instability converts available
potential energy (APE) to kinetic energy (KE) over
scales shorter and quicker than those characterizing
quasigeostrophic baroclinic instability of the pycnocline.
Unlike SI, it persists for RiB . 1. Studies suggest ABI
and SI can act in concert, such that the latter destroys the
KE generated by the former (Thomas et al. 2013). In-
ertial instability arises from an unstable equilibrium
between the Coriolis force and the horizontal pressure
gradient force (Holton 1992). A flow in geostrophic
balance becomes unstable to inertial instability when the
absolute momentum develops negative gradients, or
equivalently, the relative vorticity becomes more nega-
tive than 2f (Haine and Marshall 1998). For balance in
the presence of strong flow curvature (cyclostrophic
balance), the centrifugal force also contributes signifi-
cantly to the energetics of inertially unstable motions.
Instabilities at fronts have important consequences

for the vertical structure of the upper ocean. Near fronts,
both SI and ABI can achieve rapid shallowing of the
mixed layer over inertial time scales. Restratification
due to geostrophic adjustment and SI can each achieve
RiB ; O(1), while the increase in RiB due to ABI is
orders of magnitude larger (Tandon and Garrett 1994;
Fox-Kemper et al. 2008). Symmetric instability facili-
tates the dissipation of the KE (and variance) of the
large-scale balanced flow by cascading theKE to smaller
scales for removal by three-dimensional diabatic pro-
cesses (Capet et al. 2008b). The shoaling of the mixed
layer due to ABI promotes the uptake of nutrients and
biological production in the upper ocean (Mahadevan
et al. 2008, 2012). These and other important conse-
quences of frontal instabilities have now been well
established in the Atlantic and Pacific Oceans (see ref-
erences above), as well as in marginal seas of the Arctic
(Timmermans and Winsor 2013).
The emphasis in the existing literature on frontal

instabilities leans toward O(100) m mixed layers in
wintertime conditions (Mahadevan and Tandon 2006;
Fox-Kemper et al. 2008; D’Asaro et al. 2011; Mahadevan
et al. 2012), a natural choice informed by the seasonality
of submesoscale flows, which tend to be most vigorous
in winter (Callies et al. 2015). Studies of submesoscale
processes in shallower mixed layers, typically during

1We follow the nomenclature of Thomas et al. (2013), wherein
‘‘ageostrophic baroclinic instability’’ describes the three-dimensional
instability (unlike SI) of a front where the APE is converted to eddy
kinetic energy (Haine and Marshall 1998; Fox-Kemper et al. 2008).
This instability is also sometimes referred to as ‘‘geostrophic in-
stability’’ (Haney et al. 2015).
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summertime, have been fewer (Pallàs-Sanz et al. 2010a;
Shcherbina et al. 2015). For instance, recent simulations
of the Gulf of Mexico report energetic submesoscales
even in the summer, at fronts formed by the stirring of
riverine freshwater (Luo et al. 2016). In the Bay, as in
the summertime Gulf of Mexico, submesoscale pro-
cesses could play a prominent role despite the shallow
mixed layers due to the large lateral buoyancy gradi-
ents, comparable to strong frontal systems elsewhere
(e.g., Kuroshio; D’Asaro et al. 2011; Nagai et al. 2012). A
recent study of a yearlong mooring record in the north-
ern Bay (188N, 89.58E) reports the frequent passage of
O(1–10) km salinity-driven density fronts across the
mooring (Sengupta et al. 2016). The study posits sub-
mesoscale processes at these fronts might be crucial in
maintaining the near-surface stratification from summer
through winter. The absence of submesoscale physics in
large-scale models could be partly responsible for their
excessively deep mixed layers in the northern Bay
(Parekh et al. 2016).
In summary, lateral submesoscale processes might

potentially be important in the upper Bay, but we know
little about them in this region. This is primarily because
of the paucity of in situ measurements at scales fine
enough to resolve the submesoscales. High-resolution
[O(10) km] numerical simulations are starting to explore
in detail the three-dimensional structure of salinity and
its implications for the upper-ocean circulation in the
Bay of Bengal (Benshila et al. 2014), but even such
studies only marginally resolve the submesoscales.
In this study, we report and analyze wintertime mea-

surements from a cruise aboard the R/V Roger Revelle
during 10–27 November 2013. The experiment is part
of a larger ongoing international collaboration, Air–Sea
Interactions in the Northern Indian Ocean (ASIRI)–
Ocean Mixing and Monsoons (OMM; Wijesekera et al.
2016). One of the main goals of ASIRI–OMM is to
identify processes that facilitate the cascade of large-
scale energy, and temperature and salinity variance to
smaller scales, during the summer and winter monsoons.
Numerous multiscale surveys during the November
2013 cruise provide a detailed mapping of velocity,
temperature, and salinity over lateral scales on the order
of 100 m–10km. The motivation of the present analysis
is to investigate the influence of lateral processes at
O(1–10) km scales on the vertical stratification in the
upper tens of meters in the Bay. To this end, we focus
on a high-resolution radiator survey in the central Bay
[CentralBayProcess Study (CBPS)], lasting approximately
a day. The survey was located at a salinity-controlled
density front on the edge of a cyclonic mesoscale eddy
within a moderately confluent strain field. The winds
had a downfront component (aligned with the thermal

wind) during most of CBPS. Downfront winds result in
the Ekman advection of heavier over lighter fluid, de-
stabilizing the water column (Thomas 2005). An outline
of the paper follows.
Section 2 introduces the process study and provides

the mesoscale setting for the chosen site. This section
also contains a description of the different instruments
used in this study and the gridding/interpolation meth-
odology. In section 3 we provide estimates of the relative
vorticity and test the flow conditions for geostrophy. In
section 4 we assess the relative influence of frictional and
diabatic surface forcing on the depth-averaged PV
budget, followed by a test of criteria for various frontal
instabilities. Section 5 is a discussion of the estimated
contributions from vertical and lateral processes to the
stratification at CBPS. Section 6 addresses potential
contributions from linear internal-wave motions to the
observed spatiotemporal variability at the experimental
site and describes briefly results from a recent large-
eddy simulation (LES) study supporting some of our
hypotheses. We summarize our conclusions in section 7.

2. High-resolution frontal process study

a. Experimental site

The process study was centered at (168N, 86.98E), the
choice of location (Fig. 1) guided by (i) precruise images
of the sea surface height anomaly (SSHA), (ii) sea sur-
face salinity (SSS) contours, and (iii) surface currents
inferred from satellite measurements (details of data
sources in section 2b). The site was located toward the
outer edge of anO(100) km eddy. The lateral mesoscale
strain in this region estimated from the surface currents
was St5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(ux 2 yy)2 1 (uy 1 yx)2

q
’ 0:15f , where f 5

2V sin(g) is the Coriolis parameter, g is the latitude,V is
Earth’s rotation rate, ux is the zonal derivative of the
zonal velocity, and so on for the other derivatives.
The survey consists of five transects, nearly parallel

(Fig. 1, inset), back and forth across a lens of freshwater.
The SSS and surface currents show the larger mesoscale
strain field stirring the freshwater entering the survey
area. The orientation of the transects is approximately
orthogonal to the frontal axis, in order to effectively
sample the cross-frontal variability. The length and du-
ration of the transects vary between 25 and 40km and
2.5 and 6h, respectively (Table 1). The inertial period at
this latitude (2p/f) is 44 h and the longest transect spans
0.13 inertial periods. As submesoscales evolve on in-
ertial time scales (Thomas et al. 2008), we treat each
transect as an independent, instantaneous spatial record
to estimate spatial gradients of properties along the ship
transect. Earlier studies have used the same approach to
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infer submesoscale gradients from ship-based surveys
(Thomas et al. 2010; Hosegood et al. 2013).
We briefly address the possibility of sampling the same

water masses in successive transects. For transects A and
B, given the direction of ship motion and the upper-ocean
currents (Fig. 1), such a possibility is more likely for the
northern portions of the two transects. For 23, x, 26km
and 210 , z , 28m, the travel time for a water mass
from A to B, assuming it advects with the across-track
velocity at 8m [the shallowest reliable depth for the
Sentinel V ADCP (SADCP)] orthogonally to transect A,
ranges from 7 to 8h. At other locations, the advection
times are longer than 8h, the combined duration of
transectsA andB.Hence, we expectminimal advection of
water masses from A into B. The across-transect currents

decrease from B through E, thus further reducing the
potential for this effect in the other transects.
The lower latitude of the experimental site compared

to previous frontal studies raises the possibility the

FIG. 1. CCAR SSHA (color) for the week starting 18 Nov 2013 and salinity contours (black
solid and dashed; g kg21) for the week starting 12 Nov 2013 from the level 3.0 Aquarius
gridded product version 4.0. The spatial resolution of the CCAR and Aquarius products are
0.258 3 0.258 and 18 3 18, respectively. The intervals for the solid and dashed contours are 1
and 0.2 g kg21, respectively. The white box around 168N identifies the site of a high-resolution
radiator survey (inset) at a salinity-driven density front. The inset shows the 1–10-m averaged
density (color) fromUCTDmeasurements in tow-yomode. The five transects (A–E) describe
a radiator pattern across a salinity (and density) front. The vectors are the 1-min currents from
the SADCP, averaged between 8 and 10m. The dashed black arrow indicates the shipmotion.
The curved track cutting across the radiator pattern between 15.98 and 16.18N shows the
position of theWW, drifting freely while profiling between the surface and 150m. The x and y
axes lie along and orthogonal to the transect, respectively. For each transect, the origin is at its
southern end.

TABLE 1. The length, duration, mean ship speed, and mean
orientation for each of the five transects (A–E).

Transect
Length
(km)

Duration
(h)

Mean ship
speed (m s21)

Mean
orientation

A 37.16 4.03 2.56 53.48
B 36.93 4.02 2.55 51.48
C 39.16 4.54 2.40 53.88
D 36.78 5.77 1.70 53.48
E 25.38 2.57 2.74 45.48
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Coriolis terms neglected in the ‘‘traditional approxi-
mation’’ might be relevant here. These terms are
22Vw cos(g) in the zonal momentum equation and
2Vu cos(g)in the vertical momentum equation, respec-
tively. For motions with O(1) Rossby numbers, the ne-
glect of these terms is justified if j2VH cos(g)/Uj ! 1,
where H and U are appropriate scales characterizing
the depth and horizontal velocity of motions (White and
Bromley 1995). For g 5 168N, the above criterion is
equivalent to jH/Uj ! 7150. Using U ; 0.1m s21 as a
representative value, the requirement onH is easily met
as the processes described in this study do not have a
vertical scale exceeding 50m.

b. Data sources

Table 2 lists the resolution (temporal and spatial) and
the depth range of the different instruments used in this
study. For vertical profiles of temperature and salinity, we
use data from (i) underway CTD (UCTD) and (ii) an
RBR concerto CTDwith lead weights (also referred to as
UCTD hereinafter) that profiled from the same winch.
Both of these probes were used in ‘‘tow-yo’’ mode during
the process-study surveys to enable collection of profiles
over the top 100m every few minutes, which, for a ship
speed of 2.5ms21, is equivalent to a spatial resolution of
0.7–1km. The Wirewalker wave-powered profiling vehi-
cle (WW), a freely drifting asset, collected profiles of
temperature, salinity, velocity, and optical quantities be-
tween the surface and 150m, with an average lateral
separation of 0.14km (depending on drift speed). The
WW moved with the depth-averaged flow and therefore
was not Lagrangian relative to the flow at any specific
isopycnal. The WW measurements began shortly before
the commencement of CBPS and continued until after
the end of CBPS. As the different ADCPs give consistent
results within overlapping depths, whenever possible, we
use data from the SADCP (Table 2), which probes shal-
lowest along the water column. We discard SADCP data
above 8m because of noise.When necessary, we combine
data from multiple ADCPs to access depths beyond the
vertical range of the SADCP. When the SADCP was not

deployed, we use a pipestring ADCP (PADCP) housed
in a well of the ship.
In generating Fig. 1, we used SSHA from the gridded,

weekly altimetry product provided by the Colorado
Center for Astrodynamics Research2 (CCAR; Leben
et al. 2002) at a spatial resolution of 1/48 3 1/48. We ob-
tain SSS from the gridded data (‘‘level 3’’ processing)
recorded by the NASA Aquarius mission (http://
podaac.jpl.nasa.gov/dataset/AQUARIUS_L3_SSS_
SMI_7DAY-RUNNINGMEAN_V5;Lee et al. 2012)with a
spatial resolution of 18 3 18. For near-surface currents,
we used Ocean Surface Current Analyses Real-Time
(OSCAR; https://podaac.jpl.nasa.gov/dataset/OSCAR_L4_
OC_third-deg; Bonjean and Lagerloef 2002), which pro-
vides estimates of the 0–30-m averaged currents every
5 days at a spatial resolution of 1/38.
We use the WW to remove the mode-1 baroclinic M2

tide from the ADCP velocities and the UCTD temper-
ature and salinity fields (appendix A). For all analyses,
we use the detided fields.

1) DATA INTERPOLATION, BINNING, AND

FILTERING

Weperformall interpolation and regridding separately for
each transect of the process study. The ADCP measure-
ments have a higher spatial and temporal resolution com-
pared to the UCTD measurements (Table 2). To estimate
quantities requiring gradients in both density and velocity,
for example, potential vorticity, we interpolate the two fields
to a common grid with a uniform horizontal and vertical
spacing of 1km and 1m, respectively. The grid spans the
depths 3–41m in the vertical. In calculations requiring both
density and velocity fields, we only use data from 8 to 41m.
For all analyses, we align the x and y axes parallel and

orthogonal, respectively, to the mean orientation of that
transect (Fig. 1). The positive x axis runs northward
along a transect. For calculations that combine data

TABLE 2. Instruments are UCTD; SADCP (500KHz) from RDI Teledyne, deployed on an overboard pole with a transducer depth of
2m below the surface; PADCP (300KHz) housed in a well of the ship; Hydrographic Doppler Sonar System (HDSS); and WW (Pinkel
et al. 2011). The 75- and 150-KHz ADCPs are mounted on the hull, as is the HDSS. The WW, a freely drifting asset, was deployed on a
150-m-long wire.

Instrument Temporal resolution (min) Hor. resolution (km) Vert. resolution (m) Depth range (m)

UCTD 7 1.0 1 1–140
SADCP (500KHz) 1 0.14 0.77 5–40
PADCP (300KHz) 1 0.14 3.76 10–60
ADCP (75 and 150KHz) 5 0.71 3 25–150
HDSS (50 and 140KHz) 5 0.71 3 25–150
WW 15 0.14 0.25 10–300

2 TheCCARaltimetry product has remained offline since 24 July
2016 because of a breach of the CCAR data servers.
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from multiple transects, we ignore the slight variation in
the mean orientation from one transect to another.
Most of the calculations use fields smoothed to 8km at

which scale the fields are weakly geostrophic (section 3b).
For select calculations, we use finer averaging scales. Un-
less otherwise stated, it is to be assumedwe are using fields
smoothed to 8km.We use a third-order Butterworth filter
for all low-pass operations in this study. This filter atten-
uates the amplitude of the original signal by 1/

ffiffiffi
2

p
(and

attenuates power by 1/2) at the cutoff wavelength.

2) METEOROLOGICAL FORCING

Weuse the TOGACOARE3.0 algorithm (Fairall et al.
2003) to estimate the surfacewind stresstand the net heat
flux Qnet from the 15-min shipboard meteorological
measurements. The effective spatial resolution of these
measurements, using the average ship speed during
CBPS, is 2.1km. We approximate Qnet as the algebraic
sum of the shortwave, longwave, sensible, and latent
fluxes, neglecting any thermal contribution from rainwa-
ter. A positive flux indicates cooling of the ocean.
Strong winds and stormy conditions preceded CBPS

between 19 and 21 November 2013, with wind stresses
approaching 0.2Nm22. The process study itself, starting
1903 India Standard Time (IST) 22 November and

ending 2213 IST 23 November, was marked by clear
conditions and considerably weaker wind stress (mean:
0.04Nm22, maximum: 0.07Nm22; Fig. 2a). The winds
were predominantly northeasterly, typical for the winter
monsoon. The process study encountered one complete
diurnal cycle of thermal forcing. The magnitude of the
maximum heat flux, 600Wm22, was close to the maxi-
mum value over the entire duration of the cruise. Av-
eraged over the duration of CBPS, the ocean received a
net heat input of 49Wm22.

3. Gradients in salinity, temperature, and velocity
fields

Lateral density gradients abound in the upper tens of
meters for all five transects (Fig. 3), controlled by vari-
ations in salinity. For transects A, B, and C, a lens of cold
freshwater, approximately 15 km wide and 20m deep,
generates sharp gradients at its edges. During CBPS, the
UCTD measurements reported lateral salinity varia-
tions as large as 0.6 g kg21 across 1 km, while routinely
sampling changes of 0.2 g kg21 across 1 km. These lateral
gradients are considerably stronger than those reported
in earlier studies of the Bay during this time of the
year (e.g., 1 psu across 20 km; Shetye 1993). The survey

FIG. 2. (a) Wind stresses (Nm22), rotated perpendicular (along front) and parallel (across
front) to the transects, approximating the frontal axis to be orthogonal to the transect. The
abscissa shows the time in IST. The wind stresses are obtained by applying the COARE 3.0
algorithm to the winds measured at a height of 2m above the ocean surface. The shipboard
meteorological measurements are available every 15min. (b) Ekman heat flux (Thomas 2005)
andQnet (Wm22), whereQnet is the algebraic sum of the net shortwave, net longwave, latent,
and sensible fluxes, obtained from the TOGA COARE 3.0 algorithm. A positive flux rep-
resents the ocean losing heat.
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shows both compensated and uncompensated fronts.
For instance, in transects C and D, the fronts in the
upper 20m appear to be partially compensated between
0 and 10km, unlike those between 25–35 km. The
temperature–salinity (T–S) sections (Fig. 3) and T–S
diagrams (not shown) indicate the waters at CBPS
comprise at least three distinct water masses. The waters
in transect C are warm and salty to the south, cold and
fresh in the middle, and warm and fresh farther to the
north. The freshwater lenses have advected southward
in D and E, which receive an influx of much lighter
waters from the north (top-right corner of D and E).
Stratification persists throughout the upper water

column, with considerable variability along isopycnals
(Fig. 3). In particular, there are several patches of
anomalously low stratification along outcropping

isopycnals. Salinity variations control the vertical strat-
ification N2 5 ›b/›z over the top 40m (Fig. 4), where
b 5 2(g/r0)r is the buoyancy, r is the potential density,
g5 9.8m s22 is the acceleration due to gravity and r0 5
1027kgm23 is the reference density. The stratification
increases sharply below 40m, with the main pycnocline
lying between 40 and 50m (Fig. 4). Together, the five
transects show an abundance of outcropping, salinity-
controlled density fronts embedded in weak to moder-
ate stratification.

a. Vorticity

The velocity vectors averaged over the top 10m
show a predominantly northwestward flow (Fig. 1). For
all five transects, the along-transect velocity u is con-
fluent at the edges over the top 20m (Fig. 5). For

FIG. 3. Sections of the detided (noM2 contribution) temperature (8C) and salinity (g kg21) plotted as a function
of the distance traveled by the ship. The x axis in all plots is oriented from southwest (x5 0 km) to northeast. The
black arrows indicate the location of the frontal axis for each transect (see Fig. 7). The isopycnal contours for the
solid and dashed lines are separated by 0.05 and 0.5 kgm23, respectively.

MARCH 2018 RAMACHANDRAN ET AL . 485



instance, this is evident for transect A, where the di-
rection of u changes from northeastward to southwest-
ward along the transect. We quantify the strength of
confluence in later discussions (section 5a). The velocity
orthogonal to the transects y is strongest within the
top 20m.
We use the so-called ‘‘one ship’’ approximation

(Shcherbina et al. 2013), wherein we use the along-track
gradients of the across-track velocity z’ ›y/›x to obtain
the vertical vorticity. An important caveat here is that
this approximation, in comparisonwithzestimated from
simultaneous two-ship measurements, predicts a more
symmetric probability distribution of zwith a near-zero
mode and lower skewness (Shcherbina et al. 2013).
To illustrate the effect of scale on vorticity, we plot

z from one of the transects with relatively stronger lat-
eral density gradients (transect C) at four different
scales: 2, 4, 8, and 16km (Figs. 6a–d). As we pro-
gressively sharpen the filter width from 16 to 2 km, the

vorticity field intensifies with the appearance of new
filaments with z; f at the finer scales. Finescale features
also emerge in the vorticity derived from the unfiltered
velocity subsampled at the same scales above, confirm-
ing their presence is not an artifact of the filtering pro-
cedure. Repeating the above calculations for the other
transects yields qualitatively similar results.
The vorticity in transect C between 25 and 30 km

(Fig. 5f) is especially large (›y/›x 5 35f ). Analysis un-
derway (J. Nash et al. 2018, unpublished manuscript)
suggests the gradients in this particular region, with
Rossby number O(35), might be due to a nonlinear
internal bore. These strong gradients occur across
O(1) m lateral scales and are confined to the top 10m.
The bulk of our analysis involves fields smoothed to
O(1) km scales and describes processes atO(1–10) km
scales over depths 8–40m, the usable vertical range of
the SADCP. For these reasons, we do not expect the
bore to significantly impact our conclusions, and a

FIG. 4. Vertical stratification, N2 (s22; black), for each of the five radiator transects with the contributions from salinity (blue) and
temperature (red). The angled brackets represent averaging over the transect at a fixed depth.
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fuller discussion of its dynamics is beyond the scope of
this work.
We compute the skewness of the one-ship vertical

vorticity field at an 8-km scale by merging the mea-
surements from the entire survey (Fig. 6e). The skew-
ness is positive between 8 and 40m, peaking at 9mwith a
maximum value of 0.87 and decreasing to 0.1 at 25m.
Estimating themixed layer depth (MLD)H as the depth
corresponding to a density increment of 0.2 kgm23

from a depth of 1m (Maneesha et al. 2012), yields an
average value of 21m for CBPS. Observations near
deeper fronts show the skewness of zat O(1) km scales
peaks near the surface with a near-linear decrease to-
ward zero over the depth of the mixed layer (Rudnick
2001; Shcherbina et al. 2013; Buckingham et al. 2016).

Hence, the vertical variation of skewness at CBPS is
qualitatively similar to that seen in earlier studies.
In summary, these calculations show z at O(1) km

scales is positively skewed, with the peak values scaling on
f and intensifying at finer filter widths. The occurrence of
O(1) Rossby numbers (z; f) could arise from both a
sharp front in geostrophic balance and unbalanced mo-
tions. In the next section, we test the smoothed density
and velocity fields for geostrophy.

b. Geostrophy

We use the velocity and density fields smoothed with
an 8-km low-pass filter, wide enough to remove internal
wave motions withO(1) km or smaller wavelengths. We
first construct a composite front out of the five transects

FIG. 5. Sections of the detided (noM2 contribution) along-transect (u) and across-transect (y) velocities (m s21)
from the SADCP, plotted as a function of the distance traveled by the ship. The x axis in all plots is oriented from
southwest (x 5 0 km) to northeast. The black lines denote isopycnal contours at intervals of 0.05 kgm23. The
shallowest depth in all panels is 8m.
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as follows. Along each transect, we first locate the po-
sition where the magnitude of the lateral buoyancy
gradient at the surface is maximum (Johnston et al.
2011). This procedure yields a location that alternates
between one of the two clusters of outcropping fronts,
depending on the transect. Therefore, to define the

frontal axis consistently, we identify it with the cluster of
fronts closer to the northern end along each transect.
The locations of the frontal axis thus obtained are, from
A to E, xFR 5 (28, 28, 28, 27, 9) km. We then create
the composite front by referencing the x coordinate of
each transect to the corresponding xFR and averaging

FIG. 6. Vertical vorticity, z’ ›y/›x, scaled with the Coriolis parameter, for transect C, smoothed to four scales:
(a) 2 km, (b) 4 km, (c) 8 km, and (d) 16 km. The color bar on top is for (a) and (b) while that below is for (c) and (d).
The solid lines are isopycnals obtained from the UCTD measurements, spaced 0.05 kgm23 apart and averaged to
the same scale as the vorticity field in each panel. (e) Skewness of z’ ›y/›x at 8-km scale, obtained bymerging data
from the five transects at each depth.
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across the five transects. A visual comparison of ›y/›z
and ›ygeo/›z between 240 , z , 210m for the com-
posite front (Figs. 7a,b) shows some degree of spatial
correlation between the two fields, suggestive of
geostrophy.
To quantify our results, we test the thermal-wind

relationship through a linear regression model be-
tween the observed vertical shear and the shear pre-
dicted by thermal-wind balance (Rudnick and Luyten
1996):

S5
ıa

f

"
›b

›x
1 ı

›b

›y

#
, (1)

where S 5 ›u/›z 1 i›y/›z is the complex velocity shear,
i2 5 21, a is the slope of the linear regression, and the
overbar denotes a low-pass operation. From theory, the
value of a that minimizes errors in a least squares sense is
given by

a52ıf
hS=

h
b*i

h=
h
b=

h
b*i

, (2)

where =h 5 ›/›x 1 ı›/›y and the superscript asterisk
denotes the complex conjugate. The angled brackets
denote averaging along the transect. Geostrophy re-
quires a to be purely real, that is, a5 11 ı0. We attempt
the regression by combining data from the five transects,
as individual transects yield noisy results (Fig. 7c). The
regression slope for the entire survey has a near-zero
imaginary part formuch of the water column between 15
and 40m, but its real part is smaller than unity. A nearly
real value of a with jaj , 1 reflects noise in the density
signal, which amplifies the denominator in (2) without
significantly modifying the correlation in the numerator
(Rudnick and Luyten 1996). Above 15m, the imaginary
part of a is significant, conveying the importance of ageo-
strophic motions at those depths. This is consistent with
the difference in the magnitudes of the observed and

FIG. 7. (a) Vertical shear (s21) of the alongfront (orthogonal to the transect) velocity for the composite front,
smoothed to 8 km. The abscissa is the distance along the transect referenced to the frontal axis. In the original
coordinate system (Fig. 3), the locations of the frontal axis for the five transects are (28, 28, 28, 27, 9) km. (b) As in
(a), but for the geostrophic component. (c) The slope of the linear regression between the observed shear and the
thermal-wind shear for the entire radiator survey. Both observed and modeled shear are computed after filtering
the velocity using an 8-km low-pass filter. Perfect geostrophy predicts the slope, a 5 1 1 0 ı [(2)], where t2 5 21.
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geostrophic shear for the composite front above 15m.
Hence,we interpret Fig. 7 as evidence forweak geostrophy
at a scale of 8km, between depths of 15 and 40m. This
weak balance allows us to use the velocity and density
smoothed to 8km as surrogate geostrophic fields while
testing for various instabilities, takenup in the next section.

4. Lateral submesoscale processes at CBPS

In this section we present estimates of potential vor-
ticity, followed by a comparison of the relative contribu-
tions from frictional and diabatic surface fluxes to PV
averaged over the mixed layer. We then proceed to seek
evidence for intimations of frontal instabilities at CBPS,
using the fields at 8-km scale as a base state. We focus on
the top 40m, the region above the main pycnocline where
the lateral variations in properties are the strongest.

a. Ertel PV: Spatial structure

The Ertel PV q is given by q5 (f k̂ 1 =3 u) " =b ,
where k̂ is the unit vector in the vertical direction. Ne-
glecting gradients orthogonal to the ship track yields the
two-dimensional approximation

q’

"
f 1

›y

›x

#
N2 2

›y

›z
M2 , (3)

whereM2[ ›b/›x. An estimation of the terms involving
across-track gradients shows they are not likely to be
significant for much of the survey, except for a portion of
transect C between 8 and 10km (appendix B), where the
negative PV values near the surface occur during a pe-
riod of solar warming and are suspect. The gradients in
u orthogonal to the track might be significant in this
region, thus invalidating (3) (appendix B).
We observe several patches with near-zero or negative

values of q (Fig. 8). The vertical and lateral extent of these
patches isO(10) m and a few kilometers, respectively. The
low-PV anomalies can be ‘‘baroclinically low’’ or ‘‘vorti-
cally low’’ Thomas (2008). The former results principally
through large geostrophic shear at fronts, resulting in low q
even if (N2, zabs) 6¼ 0, where zabs 5 z1 f is the absolute
vorticity. Instances of baroclinically low PV are seen in
several of the spatially coherent boluses with PV , 0, lo-
cated at sharp frontswith nearly vertical isopycnals (Fig. 8),
implying large M2 but negligible N2. These contrast the
vortically low anomalies with low, but positive, q and weak
(M2,N2). In these anomalies, low q in the absence of strong
baroclinicity is achieved through negative z.

b. Ertel PV: Frictional and diabatic surface fluxes

The Eulerian evolution of the Ertel PV q is governed
by the divergence of the PV flux vector J (Marshall and
Nurser 1992):

›q

›t
52= " J: (4)

The flux J combines contributions from advective and
nonadvective processes. In this section, we estimate the
vertical component of the latter at the surface. The non-
advective PV flux has two sources: (i) frictional forcing,
namely, the interaction between winds and the surface
lateral buoyancy gradient, and (ii) diabatic forcing arising
from the exchange of heat at the air–sea interface. De-
noting the vertical frictional and diabatic PVfluxes as JFRICz

and JDIAB
z , respectively, they scale as (Thomas 2005)

JDIAB
z 5 c

1

(f 1z)Bnet

H
, and (5)

JFRIC
z 5 c2

f EBF

H
Ek

, (6)

where (c1, c2) are proportionality constants assumed
here to be unity, Bnet is the net buoyancy flux out of the
ocean (Wkg21), EBF is the Ekman buoyancy flux
(Wkg21), and HEk is the Ekman depth. The EBF is
given by EBF5Me " =bjz50, where Me 5 t3 ẑ/(r0f ) is
the Ekman transport, t is the wind vector, ẑ is the unit
vector in the local vertical direction, and =b is the hor-
izontal buoyancy-gradient vector (Thomas et al. 2013).
In terms of the individual wind stress components,

EBF5
1

r0 f
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t
y

›b
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2t

x

›b

›y

#
. (7)

Equation (7) shows winds with a downfront component
result in a positive EBF and thus extract PV from the
surface. In using (7), we neglect the term containing
›b/›y (justification in appendix B). The EBF is also some-
times expressed as an Ekman heat flux (Wm22; Fig. 2b)
EHF 5 [r0Cp/(ag)]EBF, where a is the thermal expan-
sion coefficient for seawater and Cp 5 3984Jkg21 8C21 is
the specific heat of seawater at constant pressure (Thomas
2005). In using (5), we replace z with f as we lack in-
formation about the vorticity field at the surface. Evalu-
ating (5) with zat z5 28m reduces slightly the injection
of PV into the mixed layer during transects C and D. For
the other transects, the rate of PV extraction is virtually
indistinguishable from that obtained by settingz5 f in (5).
Integrating (4) vertically over the mixed layer,

›

›t
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H
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1

H
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1

H
(JDIAB

z 1 JFRIC
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%%%%
0

2H

2
1

H
( . . . ) ,

(8)

where h"iH denotes averaging over H. The parentheses
in the final term on the right side of (8) represent
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advective and horizontal nonadvective PV fluxes in-
tegrated over the mixed layer. In using (8), we integrate
q only from the mixed layer base up to a depth of 8m
because of noisy velocity data above this depth. We as-
sume negligible frictional and diabatic PV fluxes at the
mixed layer base z52H, which is reasonable given the
weak wind stress (Brainerd and Gregg 1993; Hosegood
et al. 2008). The values of hqiH become negative on
several occasions, for instance, in transects A, B, C, and
E (Fig. 9a). The negative values during the latter half of

C are unreliable, as they could be a consequence of
nonnegligible ›u/›y over that portion of the transect
(appendix B). The EBF is mostly positive (Fig. 9b),
indicating a predominantly downfront orientation of the
winds. The magnitude of EBF is comparable with Bnet

despite weak winds, a testimony to the strong lateral
density gradients in CBPS. In general, the contributions
fromEBF andBnet to the PV budget depend on the ratio
H/HEk and need not be equal [(5) and (6)]. We obtain
HEk from HEk 5 u*/

ffiffiffiffiffiffiffiffiffi
fNm

p
(Pollard et al. 1972), where

FIG. 8. The Ertel PV (f k̂1=3u) " =b (s23), obtained from the SADCP velocity and UCTD density fields smoothed to 8 km. The solid
lines show isopycnals also smoothed to 8 km and contoured at intervals of 0.05 kgm23. The black dots identify locations where the flow
satisfies the necessary conditions for FSI [(9), (10)]. The black arrows mark the location of the frontal axis.
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Nm is the bulk stratification between 1m and the mixed
layer depth. The combined effect of JDIAB

z and JFRIC
z is

mostly to extract PV, except when solar heating,
through JDIAB

z , injects PV into the mixed layer (Fig. 9c).
Integrating 2(JDIAB

z 1 JFRIC
z )/H over the duration of

transect A yields 27.57 3 10210 s23, the PV extracted
from the mixed layer. Bulk of the PV removal (69%)
occurs during the sharp negative pulse in 2JNADV

z /H
(JNADV

z 5 JDIAB
z 1 JFRIC

z ), early in the transect (Fig. 9c).
The time required to reduce hqiH from zero to the peak
negative value for A (24.15 3 1029 s23), assuming a
transect-averaged rate of extraction2hJNADV

z /Hi (Table 3),
is approximately 20 h if we neglect the other terms in
(8). The corresponding value using the average of JNADV

z

over the sharp negative pulse is 10 h. The other transects
exhibit negative values in hqiH comparable to those seen
in A. The positive values in hqiH for each of the transects
are larger andO(1028) s23. Using a representative value
of 1 3 10213 s24 for the positive divergence of the non-
advective PV flux during the heating phase (Fig. 9c), the
time required to increase hqiH by O(1028) s23 is 28 h.
Hence, 2JNADV

z alone cannot generate the O(1028) s23

variability in hqiH over the duration of a transect.
The depth-averaged contribution from the horizontal

advective flux at 8-km scale, approximated here as
h2u›q/›xiH, integrated over the transect is negative for

all five transects. These estimates describe averages
between the mixed layer base and 8m. The magni-
tudes range from O(10210) s23 (for A, B, and D) to
O(1029) s23 (for C and E). Thus, the lateral advective
flux, as approximated here, is also incapable of gener-
ating O(1028) s23 variations in hqiH over the duration
of a transect.
To assess the potential contribution from the vertical

advective PV flux, we approximate hw›q/›ziH ’ hwiH
h›q/›ziH. Studies of shallow fronts in the California
Current System with j=hbj ; 1027 s22 and MLDs be-
tween 20 and 30m report mesoscale vertical velocities
reaching up to 10mday21, as predicted by the solutions
to a generalized version of the v equation (Pallàs-Sanz
et al. 2010b). Estimating h›q/›ziH using the difference in
PV between 8m and the mixed layer base and assuming
hwiH 5 10mday21 yields contributions to PV ranging
from O(10210) s23 (for B and E) to O(1029) s23 (for A,
C, and D). These numbers are comparable to the mod-
ification of hqiH by nonadvective and lateral advective
fluxes. The above exercise, though crude, offers plausi-
ble estimates of the change in hqiH due to hwiHh›q/›ziH.
The calculations in this section, therefore, show the
temporal changes in hqiH at 8-km scale occur over time
scales considerably longer than the duration of individ-
ual transects.

FIG. 9. (a) Ertel PV averaged over the mixed layer corresponding to an increment of
Dr5 0.2 kgm23 from a depth of 1m. (b) Net buoyancy flux at the ocean surface (Wkg21; line
with circles), Ekman buoyancy flux (Wkg21) obtained from 15-min winds and the buoyancy
field at a depth of 1m, smoothed to 8 km. A positive flux indicates cooling of the ocean.
(c) Contribution (s24) from the diabatic and frictional flux to the PVbudget averaged over the
mixed layer.
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c. Potential frontal instabilities at CBPS

1) FORCED SYMMETRIC INSTABILITY

The atmospheric forcing at CBPS is conducive to the
initiation of FSI because it extracts PV, through fric-
tional and diabatic PV fluxes, for a significant part of the
survey (Table 3). The time scales for generating the
observed negative PV values, starting from a balanced
state (q 5 0), range from a few hours to nearly a day
(section 4b). Strong winds, sometimes exceeding
0.2Nm22, marked the days leading up toCBPS, with the
winds abating 24–28h before the commencement of the
survey. This suggests the prevalence of water with near-
zero PV before CBPS, making the flow vulnerable to
FSI in the presence of extractive PV fluxes. Moreover, it
is plausible the earlier transects (A and B) had fluid with
negative PV at the outset, given our estimated time
scales for the removal of PV by nonadiabatic fluxes.
The conditions for FSI (Thomas et al. 2013) are ex-

pressed in terms of the anglesfRiB 5 tan21[2M4/(f 2N2)]
and fc 5 tan21[2zabs/f ], where zabs5 zg1 f denotes the
vertical component of the absolute geostrophic vorticity
(the subscript g represents geostrophy). The conditions
differ for cyclonic and anticyclonic flows:

N2,z. 0: 2908,f
Ri

B

,f
c
; f

c
,2458, and (9)

N2.0,z,0: 2908,f
Ri

B

,2458;f
c
.2458. (10)

If, in addition to these conditions, there is extraction of
PV from the water column by atmospheric forcing
(frictional and diabatic), the flow is susceptible to FSI.
We approximate zg as z obtained from y smoothed to
8 km, consistent with a weak geostrophic balance at a
scale of 8 km (Fig. 7). The flow satisfies the necessary
conditions for FSI in several regions (black dots, Fig. 8).
While isolated dots might just indicate noise, larger,
spatially coherent clusters are clearly discernible. The

locations of these clusters along the transects coincide
with times when nonadiabatic fluxes extract PV at the
surface (JNADV

z . 0).
It is illustrative to look at the balanced Richardson

number, RiB5N2f2/M4, for transects A, B, and E where
there is extraction of PV for the entire duration of the
transect (Fig. 9c). The regions prone to FSI in CBPS are
associated with RiB ; O(1) (Fig. 10). In each of these
transects, an extended region contiguous with the cluster
of locations prone to FSI, but itself stable to FSI, has 1,
RiB , 2. This is conveyed by the wide spatial separation
between the contours for RiB5 1 and RiB5 2 in regions
where the PV is low. For A and B, we find such mar-
ginally stable regions when 0 , x , 10 km for depths
between 15 and 35m. In E, they are present when 10 ,
x , 15km between depths 20 and 30m. The marginally
stable regions are up to 10m thick and can have a lateral
extent approaching 10 km. The presence of these regions
with flow conditions close to neutral stability for FSI
(RiB slightly larger than unity) in the vicinity of other
regions where FSI might be active, is suggestive of the
neutrally stable RiB resulting from earlier FSI events.
The arguments presented above are not definitive evi-
dence for FSI but strengthen the case for its occurrence.

2) INERTIAL INSTABILITY

Inertial instability requires negative gradients in ab-
solute momentum (Haine and Marshall 1998), defined
asMabs5 y1 fx, where x is the coordinate in the across-
front direction, approximated here as parallel to the
transect. All transects show ›Mabs/›x attains negative
values in numerous regions, as seen in representative
plots for A and C (Figs. 11a,b). In most of these regions,
both the frontal term and the vortical term [(3)] are
negative, reducing the PV. This suggests the potential
for hybrid symmetric/inertial instability (Thomas et al.
2013). Occasionally, however, the vortical term is
strong while the frontal gradients are weak (Fig. 11b,
lower-right corner; 30 , x , 37km), implying a

TABLE 3. The second column is contribution fromnonadiabatic vertical fluxes to the PV averaged over themixed layer and smoothed to
8 km. The third to fifth columns show rate of generation of N2 averaged between depths of 3 and 35m (except frontogenesis term)
integrated over the duration of the transect by frontogenesis (8–35m), frictional processes, and diabatic processes. The sixth column is the
sum of the previous three columns. The seventh column lists observed stratification averaged over 3–35m and over the transect. Numbers
in columns 3–7 are obtained from fields smoothed to 2.1 km (equivalent to 15min assuming an average ship speed).

Transect

ð
2(JNADV/H)dt (s23) DN2

FRONT (s
22) DN2

FRIC (s
22) DN2

DIAB (s22) Sum (s22) hN2
OBSi (s22)

A 27.57 3 10210 2.3 3 1026 21.59 3 1026 22.25 3 1026 21.54 3 1026 1.18 3 1024

B 23.45 3 10210 23.66 3 1026 21.81 3 1026 21.45 3 1026 26.92 3 1026 1.02 3 1024

C 4.78 3 10210 21.44 3 1025 23.33 3 1026 4.47 3 1026 21.33 3 1025 1.20 3 1024

D 7.48 3 10210 9.17 3 1026 24.73 3 1026 4.54 3 1026 8.98 3 1026 1.26 3 1024

E 24.27 3 10210 1.51 3 1025 21.08 3 1026 21.35 3 1026 1.27 3 1025 1.93 3 1024
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negligible contribution from ›b/›x to q [(3)]. Such cir-
cumstances convey the potential for inertial instability
in its pure form.

3) AGEOSTROPHIC BAROCLINIC INSTABILITY

The wavelength and growth rate of the fastest-
growing ABI mode are (Stone 1970)

L
BI
5

2pU

jf j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11Ri

B

5/2

r
, and (11)

T
BI
5

ffiffiffiffiffi
54

5

r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11Ri

B

p

jf j
, (12)

where U is a frontal velocity scale obtained by multi-
plying the transect-averaged values of geostrophic shear
andH (Thompson et al. 2016). Using RiB5 1 in (11) and
(12) yields (from A to E) LBI 5 (3.8, 10.1, 11.4, 15.35,
10.7) km. The time scale TBI ’ 32h for all five transects
as the change in latitude across transects is not significant.
Our analysis does not yield compelling evidence for

the presence of ABI. It is possible the shallow mixed
layers in CBPS inhibit the growth of energetic ABI
modes. A second factor could be the short duration of the
survey. Submesoscale-resolving simulations show ABI
being the dominant instability after SI increases RiB to O

(1). With conditions favoring the persistence of SI during
CBPS (section 4b), aided by extractive PV fluxes at the
surface, the estimated time scale for ABI modes suggests
the survey might not have been long enough to witness
ABI modes. Nevertheless, it is illustrative to consider the
buoyancy flux ABI could generate, given the conditions at
CBPS. The maximum buoyancy flux associated with re-
stratification byABI is 0:06hM2i2HH2/f (Fox-Kemper et al.
2008). We estimate this quantity using the 2-km buoyancy
field because the parameterization requires M2 describing
a well-resolved submesoscale front. The resulting flux is
often O(1027) Wkg21 with maximum values approaching
5.53 1027Wkg21 (Fig. 11). These values are comparable to
Bnet (Fig. 9b), implying similar flux divergences as the rele-
vant vertical scale for both fluxes is H. These calcula-
tions suggest ABI, if active, is capable of generating
buoyancy fluxes large enough to compete with the dia-
batic surface fluxes.

5. Vertical stratification at CBPS: Influence of
vertical and lateral processes

In this section, we assess the relative influence of lateral
and one-dimensional vertical processes in generating
the stratification at CBPS. The motivations are twofold:

FIG. 10. (a) Normalized Ertel PV (color) for transect A. The contours of balanced Richardson number RiB 5
f2N2/M4 are shown for RiB 5 1 (magenta), 2 (dashed black), and 10 (solid black). The black dots identify lo-
cations where the flow conditions meet the necessary criteria for FSI [(9), (10)]. (b),(c) As in (a), but for transects B
and E, respectively.
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(i) to show the lateral variability in N2 cannot be ex-
plained by one-dimensional physics alone and (ii) to
estimate the contribution from various mechanisms to
the evolution of N2.

a. Correlations between isopycnal thickness and
vorticity on isopycnals

The isentropic PV (IPV; Hoskins 1985; Pollard and
Regier 1992) is defined as follows:

IPV5
f 1z

r

DP
Dr
r
, (13)

wherezr5 (›y/›x2 ›u/›y)jr is the ‘‘isentropic vorticity’’
evaluated on an isopycnal with density r and DP is
the thickness (m) between the isopycnals s 6 Dr/2. This
formulation exposes correlations between isopycnal
gradients and N2, harder to infer from the Ertel PV
(Fig. 8). As we show below, the presence of such

correlations at CBPS illustrates clearly the imprint
of lateral velocity gradients in the spatial variability ofN2.
We approximate (13) using only the contribution

to isentropic vorticity from the along-track gradient.
Following Pollard and Regier (1992), we compute the
IPV by interpolating fields onto the five isopycnals,
st 5 (20.7, 20.8, 20.9, 21.0, 21.2) kgm23, and use
Dr 5 0.1 kgm23. The isopycnals occupy depths ranging
from 5 to 50m (Figs. 12, 13). The four shallowest iso-
pycnals (st , 21.2 kgm23) outcrop into the surface
layer, while the fifth and the deepest isopycnal (st 5
21.2 kgm23) does not (Fig. 3). We show results from
transects A through D, as the results from E are not
qualitatively different. For each transect, we calculate the
frontogenesis function, IPV, isentropic vorticity, and the
location of the isopycnal layers (0.1kgm23 thick) centered
on each of the five chosen isopycnals. The frontogenesis
function characterizes the growth rate of the magnitude of
the lateral buoyancy gradient and is defined to beQ"=hb,
where Q 5 2(›xu›xb 1 ›xy›yb, ›yu›xb 1 ›yy›yb)

FIG. 11. (a) Gradient of absolute momentum ›Mabs/›x5 ›y/›x1 f (s21; color) for transect
A, from y smoothed to 8 km. The solid lines show isopycnals also smoothed to 8 km and
contoured at intervals of 0.05 kgm23. Negative values (color) indicate conditions favorable
for inertial instability. (b) As in (a), but for transect C. (c) Predicted maximum vertical
buoyancy flux from the parameterization by Fox-Kemper et al. (2008), 0:06hM2i2HH2/f , where
the subscript H denotes averaging over the mixed layer.

MARCH 2018 RAMACHANDRAN ET AL . 495



(Hoskins 1982) and =hb 5 (›xb, ›yb). Considering only
the along-transect gradients, Q"=hb ’ 2›xu(›xb)

2, which
we compute at a depth of 8m as a proxy for surface
frontogenesis, due to noisy velocity data at shallower
depths. The IPV values for all five isopycnals are nor-
malized with a common factor, 6 3 1029m21 s21. We
first focus on transect A, before commenting on the
others.
For the isopycnals st 5 (20.7, 20.8) kgm23, the nor-

malized IPV (hereinafter IPV) is nearly zero or slightly
negative in two regions: 5 , x , 15 km and 27 , x ,
33 km (Fig. 12c). The left and right extremes of these
two intervals, respectively, lie in the vicinity of strong
frontogenetic forcing (Fig. 12a). For 5 , x , 15 km,
the IPV is small for the two shallowest isopycnals even

though zabs,r 5 zr 1 f 6¼ 0, because the stratification
is low (Figs. 12e,g). By contrast, the anomalously low
IPV for 27 , x , 35 km occurs alongside stronger
stratification, wherezr52f ensures the IPV stays close
to zero. The isopycnals st 5 (20.9, 21.0) kgm23 also
feature O(1–10)-km-long stretches of near-zero IPV
toward the right edge of the transect. Similar low-IPV
patches abound within other isopycnal layers above
40m (not shown). The repeated occurrence of sub-
mesoscale, low-IPV ‘‘tubes’’ in the top 40m, wherein
zr and the isopycnal thickness vary in lockstep to yield
nearly constant low IPV, is a defining feature of CBPS
and clear evidence one-dimensional vertical processes
alone cannot reproduce the observed N2. The properties
on the st 5 21.2kgm23 isopycnal contrast those on the

FIG. 12. (a),(b) Frontogenesis function (s25), approximated using only the along-transect gradients smoothed to
8 km. (c),(d) Normalized IPV along five isopycnals, st 5 20.7, 20.8, 20.9, 21.0, 21.2 kgm23, for transects A and B.
The normalization factor is 6 3 1029 m21 s21. (e),(f): Isentropic relative vorticity scaled with the Coriolis param-
eter. (g),(h) Thickness of isopycnal tubes bounded by st6 0.05 kgm23, where st attains the five values listed above.
Spatial gaps in the tubes occur where the isopycnals outcrop. The limits on the x axis differ for the two transects.
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outcropping isopycnals. The IPV on st 5 21.2kgm23 is
typically much larger than on the other four isopycnals.
This isopycnal also exhibits the least variations in isopycnal
thickness, isentropic vorticity, and IPV. For instance, the
IPV along the four shallowest isopycnals changes by an
order of magnitude, but the corresponding change for st5
21.2kgm23 is much smaller.
The above features are broadly replicated in the rest

of CBPS (Figs. 12b,d,f,h, 13). In each transect, there are
regions of constant IPV where the thickness between
isopycnals and zr mutually compensate each other. The
low-IPV anomalies extendO(1–10) km in length and are
confined to the outcropping isopycnals in the top 40m.
Such anomalies are absent for the isopycnal st 5
21.2 kgm23.

b. Solar heating

Among the five transects, only C and D were subject
to solar heating. To estimate its contribution to N2, we

consider the divergence of the shortwave heat flux in the
temperature tendency equation:
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where Qsh is the shortwave flux (Wm22) at the ocean
surface, R is the relative magnitude factor, j1 is the atten-
uation length scale for radiation at long wavelengths (near
infrared), and j2 is the corresponding scale for short
wavelengths (visible). The expression in square brackets
is a double-exponential model for the penetrating down-
welling irradiance, expressed as a fraction of its value at the
surface (Paulson and Simpson 1977). Differentiating both
sides with respect to z, switching the order of differentia-
tion and converting to buoyancy units,

FIG. 13. As in Fig. 12, but for transects C and D. The limits on the x axis differ for the two transects.
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Integrating (15) between times t1 and t2 provides the
increase in stratification due to solar heating:
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We use R 5 0.4, j1 5 0.9m, and j2 5 16m, values rep-
resentative of wintertime conditions in the Bay for

latitudes north of 158N (Lotliker et al. 2016). For each of
the transects C andD, we integrate (16) over the heating

phase using N2(z) at the commencement of heating

(black dashed line, Fig. 14a) as the initial condition. For

C, a comparison of the observed N2 at the end of the

heating phase (blue line, Fig. 14a) with the corre-

sponding prediction from (16) (black solid line, Fig. 14a)

shows the influence of solar warming onN2 is confined to

the top 8m. This is qualitatively consistent with rising

temperatures very close to the surface (Fig. 3e) from x5
25km toward x 5 0 km, that is, in the direction of ship

motion. Below this depth, the increment inN2 due toQsh

drops sharply (Figs. 14b,c) and contributes negligibly to

the observed spread inN2 during the heating phase (gray

dots, Fig. 14a). Similar calculations for transect D show

the effect ofQsh onN
2 to be even less significant than for

FIG. 14. (a) Gray dots representN2 (logarithmic scale, base 10) during the heating phase for transect C; black dashed line representsN2

from UCTD at the commencement of heating; black solid line representsN2 at the end of the heating phase due to solar insolation only,
obtained by integrating (16) with the dashed line as the initial condition; and blue line represents N2 from UCTD when the heating ends.
(b) Increments inN2 (logarithmic scale) calculated from (16). (c) Ratio of increase inN2 from solar heating to the spread inN2 (difference
between maximum and minimum values) during the heating phase. (d)–(f) As in (a)–(c), but for transect D.
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C (Figs. 14d–f).We conclude the contribution from solar
warming to the observed variability in N2 during the
heating phase of CBPS is minor except within the top
8m for part of transect C.

c. Geostrophic adjustment

An unforced front with vertical isopycnals tilts be-
cause of gravity, generating stratification as the front
undergoes geostrophic adjustment. Under inviscid con-
ditions, the isopycnals oscillate over one inertial period
about their new, tilted mean position (Tandon and
Garrett 1994). The maximum restratification thus pos-
sible is M4/f2. Probability distribution functions (PDFs)
of log(N2f2/M4) within the top 40m (Fig. 15) are positively
skewed with values much larger than those corresponding
toN2f2/M4;O(1) [i.e., values within the two vertical lines

at log(0.5) and log(5)]. The ratios of (i) the area under the
PDF between the two vertical lines [where N2f2/M4 ; O
(1)] and (ii) the area under the PDF to the right of the line
at log(0.5) [corresponding toN2f2/M4*O(1)] are, fromA
to E, (0.51, 0.52, 0.51, 0.67, 0.54). Thus, for transect D, in
33% of the locations whereN2f2/M4*O(1), the observed
N2 is significantly larger than what geostrophic adjustment
alone can generate. In the remaining 67%,N2 is consistent
with geostrophic adjustment but could also arise from
ageostrophic processes (like SI) that might increase N2f2

/M4 to O(1) values (Taylor and Ferrari 2010).

d. Rate of change of stratification due to frontogenetic
and frictional processes

In this section, we estimate the relative contributions
from frontogenetic and frictional processes to the depth-

FIG. 15. PDFs of log(N2f2/M4) within the top 40m from UCTD fields smoothed to 8 km. The bin size is 0.5. The gray vertical lines
are located at log(0.5) and log(5), indicating the band where N2f2/M4 ; O(1). The ratios of (i) the area under the PDF, between the two
lines [whereN2f2/M4;O(1)], and (ii) the area under the PDF to the right of the line at log(0.5) [whereN2f2/M4*O(1)] are, fromA to E,
(0.51, 0.52, 0.51, 0.67, 0.54).
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averaged N2 budget. The discussion below follows the
framework outlined in Thomas and Ferrari (2008).
The evolution equation for N2 is given by
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where uh represents the horizontal velocity vector and
D ’ 2Bnet/H represents diabatic forcing of buoyancy.
Integrating (17) from the surface to some depth z52h,
we obtain,
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where h . . . i2h denotes averaging over the depth h. From
left to right, the contributions to the depth-averaged N2

budget are differential sheared advection, vertical ad-
vection, and diabatic processes. The first term can be
further split into
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where uFT and uFR represent the nonfrictional and
frictional contribution to uh, respectively. The effects of
frontogenesis on stratification are contained in the first
term on the right side of (19). The frictional term in (19)
is related to the frictional PV flux JFRIC

z as follows:
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From (20), extractive PV fluxes at the surface (JFRIC
z . 0)

decrease the column-averaged stratification. Using (19)
and (20), we can evaluate the frictional and nonfric-
tional, that is, frontogenetic, contribution to differential
sheared advection.
The frontogenetic term in (19) describes lateral

straining of isopycnals by both submesoscale and me-
soscale eddies. Because of the limited length of the
transects (,40km), the present dataset does not allow
us to reliably separate the mesoscale and submesoscale
contributions to frontogenesis. Nevertheless, it is illus-
trative to explore the effect of scale on the intensity of
lateral straining by evaluating the terms in the depth-
averaged N2 budget at two scales: 2.1 km (Table 3) and
8km (Table 4). The coarser scale describes submesoscale

motions in weak geostrophic balance with O(1) Rossby
numbers (section 3b). The finer scale also describes sub-
mesoscale motions but further away from geostrophic
balance. We first discuss the salient aspects at 2.1-km scale
before commenting on the change of scale.

(i) The change in N2 due to each of the three terms is
at least an order of magnitude smaller than the
observed average N2 during the transects. This
implies the time scales over which these mecha-
nisms modify N2, on average, is much longer than
the duration of the transect, consistent with our
assumption of quasi-steady conditions in CBPS
(section 2a).

(ii) The frictional term always tends to reduce the
column-averaged N2, as we expect for predomi-
nantly downfront winds.

(iii) For all transects, change in stratification due to
differential sheared advection is the largest among
the three terms. For transect E, it is an order of
magnitude larger compared to the frictional and
diabatic contributions. The effects of frontolysis
and frontogenesis on the stratification, as conveyed
by DN2

FRONT, are comparable.

For coarser smoothing at 8km, the change in DN2
FRIC

varies from25% for transectD to29% forA. For transects
A through C, DN2

FRONT is negative, which we interpret as
reflecting the absence of frontogenesis and accompanying
restratification at scales 2–8km, now removed by the spatial
filtering. Interestingly, for transect D, the restratification
due to frontogenesis increases dramatically by 200% at the
coarser scale. This suggests the presence of strong frontol-
ysis at scales of 2–8km in D that opposes frontogenesis by
the larger, weakly balanced motions.

6. Discussion

a. Balanced vs linear internal-wave motions

The weak to moderate stratification in the upper 40m
throughout CBPS distinguishes it from sites of previous
wintertime observations of submesoscale processes (see

TABLE 4. As in columns 3 and 4 in Table 3, but at the 8-km scale.
Numbers are expressed as percentage differences from the corre-
sponding values in Table 3. The change in DN2

DIAB is less than 5%.

Transect DN2
FRONT (%) DN2

FRIC (%)

A 29 29
B 246 5
C 26 23
D 209 25
E 8 16
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references in section 1), where the mixed layers were much
deeper than those reported here. A vigorous internal-wave
field in the stratified waters, if present, complicates the in-
terpretationof lateral gradients evaluatedat a fixeddepth as
characterizing weakly balanced submesoscale processes,
because of contributions to the gradients from the heaving
of isopycnals. We address these concerns below.
Among linear internal waves, the near-inertial band of

frequencies is themost energetic in theupper ocean (Alford
et al. 2016), energized primarily by winds, although recent
observations report their spontaneous generation from
frontal instabilities even under calm conditions (Alford
et al. 2013; Nagai et al. 2015). The latter class of internal
waves tends to have shorter horizontal wavelengths
[;O(10) km] compared to wind-generated near-inertial
waves (NIWs) away from fronts (Alford et al. 2016). The
uniformly weak wind stress during CBPS reduces the like-
lihood of local generation of wind-driven NIWs during the
survey. Furthermore, the short sampling times preclude
significant contamination of the gradients due to temporal
variability of such motions, regardless of whether they are
advected into the experimental site or initiated locally
during the experiment. The bulk of our analysis involves
gradients on a 1-km grid. Hence, even the shorter O
(10) km NIWs, if present, are not likely to contribute sig-
nificantly to the lateral spatial gradients in our analysis.
The skewness of z is positive and increases toward

the surface (section 3a), a feature incompatible with an
isotropic linear internal-wave field, which cannot
generate a skewed vorticity distribution. Earlier mod-
eling and observational studies of upper-ocean fronts
have also reported a positive skewness for z (Rudnick
2001; Shcherbina et al. 2013). Linear internal waves can
have skewed vorticity distributions due to strongly di-
rectional effects, as is the case near sites of internal-wave
generation, for example, topography. We do not expect
such effects to be prominent near the surface.
Fluctuations in the potential vorticity field can be used to

infer the relative dominance of geostrophic and linear
internal-wave motions (Kunze and Sanford 1993). Splitting
each term comprising the PV [(3)] into an along-transect
mean and a corresponding fluctuation, the linear Ertel PV
anomaly is fb0

z 1z0hN2i, where the angled brackets denote
the along-transectmean and the prime denotes fluctuations
about this mean. For linear internal waves, this anomaly is
zero as the two terms have opposite phase (Kunze and
Sanford 1993). For geostrophic motions, the terms are in
phase. Hence, for linear internal waves to dominate the
signal, we expect the fluctuation level of the anomaly to be
smaller than that of either of the two terms fb0

z or z
0N2. A

comparison of the root-mean-square (rms) value of
fb0

z 1z0N2 with that of each constituent term (not shown)
between depths of 8 and 40m shows the rms value of the

sum is almost always larger than that of the individual
terms. The results from this calculation do not change sig-
nificantly for smoothing scales from 2 to 8km. In summary,
the arguments presented above suggest it is unlikely linear
internal waves are a significant driver of the spatial vari-
ability atO(1) km scales observed during CBPS.

b. Results from prior LES studies modeled on CBPS

Recent three-dimensional LES studies of idealized,
shallow, unforced fronts initialized with parameters based
on the conditions at CBPS (Sarkar et al. 2016) show the
presence of SI. The initial density field, stable to Kelvin–
Helmholtz instability, is in geostrophic balance with con-
stant lateral and vertical stratification. Initially,M2/f2 5 50,
toward the lower end of the range of values (50–800) in
CBPS. The balanced front goes unstable primarily through
SI, followed by secondaryKelvin–Helmholtz instability and
turbulent mixing. The mixing is patchy, causing the initially
uniformM2 andN2 to break down into alternating bands of
weak and elevated stratification (lateral and vertical). The
weakly stratified layers thus formed are up to 10m thick
and a couple of kilometers wide in the cross-frontal di-
rection (cross-frontal domain size 5 4.1km), smaller in
extent than theN2 anomalies duringCBPS.ThePV in these
layers (in the LES) is anomalously low. While these simu-
lations are unforced, we anticipate atmospheric forcing that
removes PV from the water column will help sustain the
above sequence for longer durations. It remains to be seen
whether increasing the cross-frontal dimension in the LES
would allow the N2 (and PV) anomalies to assume larger
spatial scales, as observed during CBPS. The onset of SI,
preceding secondary Kelvin–Helmholtz instability and tur-
bulent mixing, has also been observed in two-dimensional
LES of an idealized midlatitude mixed layer front atop a
pycnocline (Taylor and Ferrari 2009). The initial values of
(N2/f2,M2/f2) in the two studies are (1250, 50) (Sarkar et al.
2016) and (900, 42) (mixed layer values; Taylor and Ferrari
2009). Sarkar et al. (2016) also report three-dimensional
instability modes with along-frontal variability, absent by
construction in the LES by Taylor and Ferrari (2009). In
summary, the qualitative similarities between the dynamical
signatures described in earlier sections and results from
three-dimensional LES are encouraging, supporting the
possibility for the occurrence of FSI during CBPS.

7. Conclusions

In the present work, we analyzed observations from a
high-resolution frontal survey in the Bay of Bengal
during the winter monsoon. Our results show several
submesocale signatures in the velocity and density fields,
illustrating an important role for lateral frontal pro-
cesses at O(1–10) km scales in the upper Bay.
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The process-study site was located in the central Bay and
characterized by sharp fronts in the top 40m, embedded in
stratified waters. During the study, the fronts were forced by
weak, downfront winds and were subject to approximately
one diurnal cycle of solar insolation. We identify numerous
regions with negative Ertel PV in the top 40m, spanningO
(1–10)km laterally andO(10)m in thevertical direction.The
flow conditions in some of these anomalies satisfy the nec-
essary conditions for forced symmetric instability (Thomas
et al. 2013),withnearby regionsbearing the imprint of earlier
occurrences of FSI. Several other locations in the survey are
susceptible to inertial instability. Analysis of the PV on iso-
pycnals shows an abundance of low-PV tubes in the top
40m, O(1–10) km long and O(1–10) m thick. Within these
tubes, the stratification and anticyclonic relative vorticity
vary in concert to yield low PV over O(1–10) km scales.
Estimation of terms in the depth-averaged stratification
budget (excluding vertical advection) shows differential
sheared advection contributes at leading order. Together,
these calculations show one-dimensional vertical processes
alone cannot explain the observed stratification or its lateral
variability between depths of 8 and 40m.More broadly, our
results convey how lateral submesoscale gradients might
bear on the vertical structure of shallow fronts in the Bay.
Reproducing the correct stratification in the upper Bay

remains a challenge for large-scale models that exhibit a
deep MLD bias (Parekh et al. 2016). Such models predict
excessive shear and unrealistically low stratification in the
upper ocean. It remains to be seen if an accurate repre-
sentation of submesoscale processes, presently unresolved
in these models, might help mitigate some of these biases.
Existing submesoscale parameterizations (Fox-Kemper
et al. 2008), in their present form, do not fare as well in re-
gions receiving a large influx of freshwater (Luo et al. 2016).
Submesoscale-permitting simulations of shallow fronts rep-
resentative of those studied here are necessary to delineate
the dynamical character of submesoscale flows in theBay of
Bengal. We will undertake such efforts in a future study.
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APPENDIX A

Removal of the Contribution from the Mode-1
M2 Baroclinic Tide Using the Wirewalker

This section details the removal of the contribution
from the M2 internal tide to the temperature, salinity,
density, and velocity fields using the wirewalker (Fig. A1).

Linear wave solutions from the wirewalker

Hovmöller plots of velocity from theWW(not shown)
show a pronounced contribution from the baroclinic M2

internal tide. The duration of theWWrecord is 84 h, that
is, several M2 cycles, enabling the isolation of the M2

tidal component. A best-fit analysis of plane-wave so-
lutions to the observations yields the following solutions
describing the contribution from the mode-1 baroclinic
M2 tide to the horizontal velocities and the isopycnal
displacement hM2:

U
M2

5Re

( 
k
x
1

if

sk
y

!
1

k
H

U exp[ı2p(k
x
x1 k

y
y2 24st1f)]

)
, (A1)

VM2 5Re

&"
k
y
2

if

sk
x

#
1

k
H

U exp[ı2p(k
x
x1 k

y
y2 24st1f)]

)
, (A2)

502 JOURNAL OF PHYS ICAL OCEANOGRAPHY VOLUME 48



and

hM2 5Re

&
Uz

k
H

s

3600

1000
exp[ı2p(k

x
x1 k

y
y224st1f)]

)
, (A3)

where x and y are referenced to (16.28N, 87.048E),
U5 0.12m s21, kH5 0.008 km21, u5 1808, f5 20/360,
s 5 1/12 cph, kx5 kH cos(up/180), and ky5 kH sin(up/180).
We subtract the plane-wave solutions [(A1) and (A2)]

from the velocity to get the M2-detided fields. To
obtain a density field from the M2 solution for the iso-
pycnal displacement, we assume the following relation
between the observed density field r and the detided (no
M2 contribution) field rd:

r5 rd 1
›rd

›z
(2h

M2
). (A4)

Equation (A4) is linear in hM2 and is the simplest expression
of the effects of heaving isopycnals (due to theM2 tide) on a
background density field rd, which we interpret here as the
detided field andwish to solve for, through (A4).Discretizing
(A4) using center-differencing for the vertical gradient yields,

r
k
5 rdk 1

"
rdk21 2 rdk11

2Dz

#
[2hM2(zk)] , (A5)

where k indexes the levels in the vertical grid and increases
from top to bottom. Using one-sided finite differencing at
the top (k 5 1) and bottom boundaries (k 5 kmax) yields,

FIG. A1. CBPS, transect B, showing isopycnals before (black) and after (red) removing the
contribution from the mode-1M2 baroclinic tide.
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Rearranging the terms in (A5)–(A7) yields the linear
system of equations As1 5 s2, where the matrix A is
given by
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and the vectors s1 and s2 are given by s1 5 [rd1 r
d
2 . . . r

d
kmax

]T,
and s2 5 [r1 r2 . . . rkmax

]T. Solving the tridiagonal system
numerically provides rd along the entire water col-
umn at a fixed location. Repeating the calculation
throughout the transect yields rd as a function of x and
z. A comparison of r and rd for transect B (Fig. A1)
shows the tidal corrections can be as large as 5m at a
depth of 120m but are insignificant in the top 40m. A
similar conclusion holds for the other transects as well.
Adapting (A4) for salinity, we obtain
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where b is the saline contraction coefficient for sea-
water and r0 5 1027 kgm23 is the reference density.
Given rd, it is straightforward to obtain Sd from (A9).
A similar procedure yields the M2 contribution to the
temperature field. Figure A2 shows the temperature,
salinity, and the two velocity components, without
and with the M2 contribution. Note the contributions
to u and y from the M2 tide are not insignificant (e.g.,
0 , x , 5 km).

APPENDIX B

Estimation of Contribution from Across-Track
Gradients to the Ertel PV

In our approximation of the Ertel PV [(3)], we ne-
glected gradients in buoyancy and velocity orthogonal to
the transect. We first estimate potential errors from
neglecting ›b/›y, following the approach outlined in
Thomas et al. (2016). The mean of the distribution of
›u/›z smoothed to 8km, between depths of 8 and 40m,
is 5.95 3 1027 s21. Invoking thermal-wind balance, the
contribution from the term involving ›b/›y is approxi-
mately fh›u/›zi2. The corresponding mean of the
distribution of ›y/›z is 6 3 1023 s21. Hence, the contri-
bution from ›b/›y to q is significantly smaller than that
from ›b/›x.
To estimate potential errors from the neglect of ›u/

›y, we approximate this gradient as the difference in
u between successive transects divided by a repre-
sentative distance separating the transects. Hence,
zAB ’ (uB 2 uA)/DAB and so on for other pairs of
transects. In this calculation, we use fields referenced
to the frontal coordinates (section 3b). The location
of the frontal axis changes only very slightly from A
to D (x 5 28, 28, 28, 27 km). For transects A and B,
the corrections to q (in normalized PV units) where
q , 0 are typically smaller than 0.1 (white space in
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Figs. B1b,d shows values ,0.1). In some regions the
correction lies between 0.1 and 0.2 (near top-right
corner in Fig. B1b), but the PV is sufficiently negative
to remain negative. Occasionally, the corrections tend
to make the PV more negative. The corrections are
considerably larger for transect C, but are largest in
regions that are not low-PV anomalies to begin with.
We now consider some prominent low-PV anomalies
in transect C on an individual basis. Near the top-left
corner (Fig. B1e; 225 , x , 220m), the positive cor-
rections reach values larger than 0.5, overwhelming the
negative values in the estimated PV.Within this region,
the negative values of q should be viewed with caution.

In the top-right corner, the PV is sufficiently negative
to overcome the weakly positive corrections. In the
bottom-right corner, the estimated PV and the cor-
rections almost neutralize each other, leaving behind
nearly zero PV values. For transect D, we estimate
›u/›y by approximately lining up D and E so that their
right edges coincide (not shown). Within the strongly
negative PV anomaly (25 , x , 30 km), we find a
conservative estimate of the correction to PV that does
not exceed 0.1 (PV units), but the estimated PV in the
same region is negative with magnitudes larger than
0.1. For other low-PV (but positive) anomalies, the PV
correction is negative or negligible. For transect E, we

FIG. A2. CBPS, transect B, showing T, S, u, and y (left) without and (right) with the contribution from the mode-1M2

baroclinic tide. The solid lines are isopycnals contoured at 0.05 kgm23.
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merely note that the negative PV occurs in a strongly
frontal region under conditions favorable to extraction
of PV from the water column (Fig. 9c).
In summary, for much of the survey except for part

of transect C, the contributions from the across-track
gradients in u are not strong enough to erase the low
anomalies in q obtained using the one-ship
approximation.
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