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The growth rate of the extratropical cyclones 
scales with low-level baroclinicity, which is 

enhanced over the WBC regions.
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Air-sea interaction is spatial scale-dependent

Daily correlation between QuikSCAT wind speed and NOAA OI SST (2000-2009) 

Negative correlation: Wind drives SST responses Positive correlation: SST forces the surface wind.

Corr(SST, W) unfiltered Corr(SST’, W’) 
spatially high-pass filtered

The sign and magnitude of the local SST-wind coupling provide a good indication of where and when the ocean 
influences the atmosphere.
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• 1-D turbulent boundary layer process
• A shallow and rapid adjustment (~hrs) 

FIG. 2. (a) Winter (DJF) climatology of QuikSCAT high-wind frequency (color 
in %), and AVHRR SST (white contours at an interval of 2°C). Topography 
higher than 500-, 1000-, and 1500-m altitudes is shaded with gray, green, 
and black, respectively. (b) Winter climatology of scalar wind speed (color in 
m s–1), wind velocity (arrows), and the SST – SAT difference (black contours 
at an interval of 1°C) based on iCOADS.
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illustrate the strong effect of ocean currents via their 
role in maintaining sharp SST fronts.

Given the large-scale (a few thousand kilometers) 
nature of extratropical storms, it is surprising that 
the narrow Gulf Stream front imprints so strongly 
on the high-wind occurrence. The SST modula-
tion of vertical mixing (Sweet et al. 1981; Wallace 
et al. 1989) is a plausible mechanism to explain the 
strong correlation between the SST and high-wind 
occurrence. Near an SST front, surface air tempera-
ture (SAT) is in disequilibrium with SST because of 
the larger-scale atmospheric adjustment. This results 
in an unstable atmosphere on the warmer flank of the 
front with strong turbulent mixing that brings down 
stronger winds from aloft, 
accelerating the surface 
wind. Positive SST–wind 
speed correlations sugges-
tive of this mechanism have 
been observed near major 
oceanic fronts in both the 
Tropics (Hayes et al. 1989; 
Liu et al. 2000; Chelton 
et a l. 2001; Hashizume 
et al. 2001) and the extra-
tropics (Jury and Walker 
1988; Park and Cornillon 
2002 ; Nonaka and Xie 
2003; O’Neill et al. 2003; 
Tokinaga et al. 2005).

Spatial variability in 
the surface atmospheric 
s tabi l i t y  i s  consis tent 
with this vertical mixing 
hy pot hesis .  Fig u re 2b 
shows the SST – SAT dif-
ference calculated from 
iCOADS ship obser va-
tions. During winter, the 
atmosphere is generally 
unstable, showing a posi-
tive SST – SAT difference. 
This atmospheric instabil-
ity parameter increases 
off the east coast of North 
America because of advec-
tion of cold continental 
air. In the western North 
Atlantic, a ribbon of high 
atmospheric instability 
(SST – SAT > 3°C) is ob-
served on the warmer flank 
of the SST front, following 

the meandering Gulf Stream. The atmosphere be-
comes less unstable over the cold waters between 
the North American coast and the Gulf Stream and 
is nearly stable (SST – SAT < 1°C) at the Labrador 
Current retroflection southeast of Newfoundland, 
where high winds are infrequent (<2%). The atmo-
spheric instability is strongly correlated with the 
high-wind occurrence. Similar correlation is found 
between the mean scalar wind speed and atmospheric 
instability (Fig. 2b).

The mean scalar wind speed and high-wind occur-
rence are highly correlated (in a nonlinear manner), 
as illustrated in Fig. 3a. Figure 3b shows a typical 
histogram of wind speed, which is skewed with a long 

Sampe and Xie (2007)

Imprints of warm SST in high wind frequency

Wallace et al. (1998)

High-wind occurrence climatology
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Wind convergence and vertical motion over the WBC SST front:

• The theory indicates a quasi-linear dependence 
of near-surface wind convergence and vertical 
motion to SST-driven ▽2P.

• The model ignores the stochastic nature of the 
atmospheric processes in the region.Minobe et al. (2008)

Lindzen and Nigam (1987)

ρo ∇⋅
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Influence of the Gulf Stream on the troposphere
Shoshiro Minobe1, Akira Kuwano-Yoshida2, Nobumasa Komori2, Shang-Ping Xie3,4 & Richard Justin Small3

The Gulf Stream transports large amounts of heat from the tropics
to middle and high latitudes, and thereby affects weather phenom-
ena such as cyclogenesis1,2 and low cloud formation3. But its cli-
matic influence, on monthly and longer timescales, remains
poorly understood. In particular, it is unclear how the warm cur-
rent affects the free atmosphere above the marine atmospheric
boundary layer. Here we consider the Gulf Stream’s influence on
the troposphere, using a combination of operational weather ana-
lyses, satellite observations and an atmospheric general circula-
tion model4. Our results reveal that the Gulf Stream affects the
entire troposphere. In the marine boundary layer, atmospheric
pressure adjustments to sharp sea surface temperature gradients
lead to surface wind convergence, which anchors a narrow band of
precipitation along the Gulf Stream. In this rain band, upward
motion and cloud formation extend into the upper troposphere,
as corroborated by the frequent occurrence of very low cloud-top
temperatures. These mechanisms provide a pathway by which
the Gulf Stream can affect the atmosphere locally, and possibly
also in remote regions by forcing planetary waves5,6. The iden-
tification of this pathway may have implications for our under-
standing of the processes involved in climate change, because the
Gulf Stream is the upper limb of the Atlantic meridional over-
turning circulation, which has varied in strength in the past7 and
is predicted to weaken in response to human-induced global
warming in the future8.

It is a challenging task to isolate the climatic influence of the Gulf
Stream from energetic weather variability using conventional obser-
vations, which are spatially and temporally sporadic. Recently, high-
resolution satellite observations of surface winds made it possible to
map the influence of the Gulf Stream9,10 and other major sea surface
temperature (SST) fronts11–14 on the near-surface atmosphere. The
Gulf Stream affects the 10-m wind climatology as observed by the
QuikSCAT satellite15, with wind divergence and convergence on the
cold and warm flanks, respectively, of the Gulf Stream front9,10

(Fig. 1a). However, the mechanism by which the SST fronts influence
surface winds is still under much debate9,10

The identification of the mechanism responsible has been ham-
pered by the need to know parameters not available from satellite
observations, for which we turn to high-resolution atmospheric
operational analyses from the European Centre for Medium-Range
Weather Forecasts (ECMWF). The operational analysis successfully
captures the observed pattern of wind divergence (Fig. 1b). Interestingly,
the wind convergence closely resembles the pattern of the laplacian of
sea-level pressure (=2SLP) (Fig. 1c).This correspondence is consistent
with an immediate consequence of a marine atmospheric boundary
layer (MABL) model16 (see Methods Summary). Note that it is
virtually impossible to see the correspondence between the wind
convergence and SLP itself without taking the laplacian. The laplacian
operator acts as a high-pass filter, unveiling the SST frontal effect that
is masked by large-scale atmospheric circulations.

In contrast to the free atmosphere where wind velocities are
nearly non-divergent, substantial divergence occurs in the MABL
in the presence of strong friction and is proportional to the SLP
laplacian in the MABL model described in the Methods Summary.
Such a linear relation approximately holds in observations (Fig. 1f),
with a correlation coefficient as high as 0.70 for a region where wind

1Department of Natural History Sciences, Graduate School of Science, Hokkaido University, Sapporo 060-0810, Japan. 2Earth Simulator Center, Japan Agency for Marine-Earth
Science and Technology, Yokohama 236-0001, Japan. 3International Pacific Research Center, 4Department of Meteorology, University of Hawaii at Manoa, Honolulu, Hawaii 96822,
USA.
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Figure 1 | Annual climatology of surface parameters. a, b, 10-m wind
convergence (colour) in QuikSCAT satellite observations (a) and in the
ECMWF analysis (b). c, d, SLP laplacian (c) and sign-reversed SST laplacian
(d) in the ECMWF analysis. e, Surface geostrophic current speed. In a–e, SST
contours (2 uC interval and dashed contours for 10 uC and 20 uC) are shown.
f, Relationship between the SLP laplacian and wind convergence based on
monthly climatology in the red-dashed box in c; the regression line is shown
red. Error bars, 61 s.d. of wind convergence for each bin of SLP.
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The Gulf Stream transports large amounts of heat from the tropics
to middle and high latitudes, and thereby affects weather phenom-
ena such as cyclogenesis1,2 and low cloud formation3. But its cli-
matic influence, on monthly and longer timescales, remains
poorly understood. In particular, it is unclear how the warm cur-
rent affects the free atmosphere above the marine atmospheric
boundary layer. Here we consider the Gulf Stream’s influence on
the troposphere, using a combination of operational weather ana-
lyses, satellite observations and an atmospheric general circula-
tion model4. Our results reveal that the Gulf Stream affects the
entire troposphere. In the marine boundary layer, atmospheric
pressure adjustments to sharp sea surface temperature gradients
lead to surface wind convergence, which anchors a narrow band of
precipitation along the Gulf Stream. In this rain band, upward
motion and cloud formation extend into the upper troposphere,
as corroborated by the frequent occurrence of very low cloud-top
temperatures. These mechanisms provide a pathway by which
the Gulf Stream can affect the atmosphere locally, and possibly
also in remote regions by forcing planetary waves5,6. The iden-
tification of this pathway may have implications for our under-
standing of the processes involved in climate change, because the
Gulf Stream is the upper limb of the Atlantic meridional over-
turning circulation, which has varied in strength in the past7 and
is predicted to weaken in response to human-induced global
warming in the future8.

It is a challenging task to isolate the climatic influence of the Gulf
Stream from energetic weather variability using conventional obser-
vations, which are spatially and temporally sporadic. Recently, high-
resolution satellite observations of surface winds made it possible to
map the influence of the Gulf Stream9,10 and other major sea surface
temperature (SST) fronts11–14 on the near-surface atmosphere. The
Gulf Stream affects the 10-m wind climatology as observed by the
QuikSCAT satellite15, with wind divergence and convergence on the
cold and warm flanks, respectively, of the Gulf Stream front9,10

(Fig. 1a). However, the mechanism by which the SST fronts influence
surface winds is still under much debate9,10

The identification of the mechanism responsible has been ham-
pered by the need to know parameters not available from satellite
observations, for which we turn to high-resolution atmospheric
operational analyses from the European Centre for Medium-Range
Weather Forecasts (ECMWF). The operational analysis successfully
captures the observed pattern of wind divergence (Fig. 1b). Interestingly,
the wind convergence closely resembles the pattern of the laplacian of
sea-level pressure (=2SLP) (Fig. 1c).This correspondence is consistent
with an immediate consequence of a marine atmospheric boundary
layer (MABL) model16 (see Methods Summary). Note that it is
virtually impossible to see the correspondence between the wind
convergence and SLP itself without taking the laplacian. The laplacian
operator acts as a high-pass filter, unveiling the SST frontal effect that
is masked by large-scale atmospheric circulations.

In contrast to the free atmosphere where wind velocities are
nearly non-divergent, substantial divergence occurs in the MABL
in the presence of strong friction and is proportional to the SLP
laplacian in the MABL model described in the Methods Summary.
Such a linear relation approximately holds in observations (Fig. 1f),
with a correlation coefficient as high as 0.70 for a region where wind
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Figure 1 | Annual climatology of surface parameters. a, b, 10-m wind
convergence (colour) in QuikSCAT satellite observations (a) and in the
ECMWF analysis (b). c, d, SLP laplacian (c) and sign-reversed SST laplacian
(d) in the ECMWF analysis. e, Surface geostrophic current speed. In a–e, SST
contours (2 uC interval and dashed contours for 10 uC and 20 uC) are shown.
f, Relationship between the SLP laplacian and wind convergence based on
monthly climatology in the red-dashed box in c; the regression line is shown
red. Error bars, 61 s.d. of wind convergence for each bin of SLP.
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convergence and divergence are strong (80u–40uW, 30u–48uN, red-
dashed box in Fig. 1c). Furthermore, consistent with the MABL
model16 where SST variations force pressure adjustments, the
pattern of laplacian SST with sign reversed (2=2SST) exhibits some
similarities to laplacian SLP and wind convergences (Fig. 1d). These
results indicate that MABL pressure adjustments to SST gradients
near the Gulf Stream are important for surface wind divergence.
Relatively high pressures on the colder flank and relatively low
pressures on the warmer flank induce cross-frontal components of
near-surface winds, leading to divergence and convergence (Supple-
mentary Fig. 1).

Previous studies suggested that warmer SSTs induce stronger ver-
tical momentum mixing, and the enhanced mixing is responsible for
mesoscale features in the surface wind convergence field9,10, consis-
tent with a numerical model experiment focusing on near-surface
adjustments17. Our observational result indicates the importance of
the overlooked pressure adjustment mechanism, consistent with
both a recent short (a few days) regional model experiment for the
Gulf Stream18 and a numerical study of tropical instability waves19.
Note that the observed surface wind convergence is roughly collo-
cated with the axis of the Gulf Stream (Fig. 1e, Supplementary Fig. 1).

Satellite observations further reveal that the Gulf Stream anchors a
narrow rain band roughly collocated with the surface wind conver-
gence (Fig. 2a). Although there was evidence that the Gulf Stream
affects precipitation20, our high-resolution analysis reveals that the
narrow rain band meanders with the Gulf Stream front and is con-
fined to its warmer flank with SSTs greater than 16 uC. This close co-
variation in space is strongly indicative of an active role of the Gulf
Stream. The precipitation pattern is well reproduced in the opera-
tional analysis (Supplementary Fig. 2), with a bias of excessive rain
rates compared to satellite observations.

The causality is further examined using an atmospheric general
circulation model (AGCM)4. It successfully captures the rain band
following the meandering Gulf Stream, although the rain rate near
the coast is somewhat too weak compared with satellite observations
(Fig. 2b). When the SST is smoothed (see Methods for details),
however, the narrow precipitation band disappears in the AGCM
(Fig. 2c). Compared to the smoothed SST run, rain-bearing low-
pressure systems tend to develop along the Gulf Stream front in
the control simulation (Supplementary Fig. 3). These results
indicate that the narrow precipitation band in the western North

Atlantic results from the forcing by the sharp SST front of the Gulf
Stream.

Similar to precipitation, surface evaporation also exhibits a
narrow banded structure on the offshore side of the SST front
(Supplementary Fig. 2). This evaporation band is consistent with a
short-term field observation21. The amount of evaporation is slightly
larger than that of precipitation, indicating that local evaporation
supplies much of the water vapour for precipitation. The local
enhancement of evaporation on the warmer flank of the Gulf
Stream is due to enhanced wind speed and the large disequilibrium
of air temperature from SST9,13.

As precipitation off the US east coast is often associated with deep
weather systems, the rainfall pattern described above suggests that the
Gulf Stream’s influence may penetrate to the free atmosphere.
Indeed, the upward motion across the Gulf Stream displays a deep
structure extending to the upper troposphere (Fig. 3a). The upward
motion is anchored by wind convergence in the MABL (Fig. 3a). The
latter peaks at the sea surface, and is strongly affected by SST (Fig. 1).
It is interesting to note that although surface convergence and diver-
gence are similar in magnitude (Fig. 1), the upward motion over
surface wind convergence is much stronger and deeper than the
downward motion over the wind divergence (Fig. 3a). This is sug-
gestive of the importance of condensational heating above the MABL
in developing the asymmetry between the upward and downward
motion.

The upward wind velocity is strongest just above the MABL between
the 850 and 700 hPa levels (Fig. 3a). The horizontal distribution at
these levels is quite similar to the distribution of the surface conver-
gence. The structure trapped by the Gulf Stream is clearly visible at
500 hPa and remains discernible at the 300 hPa level (Supplementary
Fig. 4). Remarkably, the divergence in the upper troposphere is also
dominated by a meandering band following the Gulf Stream front
(Fig. 3b)—such a pattern is required by mass conservation, with the
tropopause acting virtually as a lid for the mean circulation.

Next we examine the occurrence of high clouds, and infer cloud-
top temperature using three-hourly outgoing long-wave radiation
(OLR) derived from satellite observations. Lower OLR levels indicate
lower temperatures and higher altitudes of cloud tops. Figure 3c
shows the occurrence rate of OLR lower than 160 W m22, which
roughly corresponds to a cloud-top height of about 300 hPa. A nar-
row band of high occurrence hugs the SST front of the Gulf Stream in
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convergence and divergence are strong (80u–40uW, 30u–48uN, red-
dashed box in Fig. 1c). Furthermore, consistent with the MABL
model16 where SST variations force pressure adjustments, the
pattern of laplacian SST with sign reversed (2=2SST) exhibits some
similarities to laplacian SLP and wind convergences (Fig. 1d). These
results indicate that MABL pressure adjustments to SST gradients
near the Gulf Stream are important for surface wind divergence.
Relatively high pressures on the colder flank and relatively low
pressures on the warmer flank induce cross-frontal components of
near-surface winds, leading to divergence and convergence (Supple-
mentary Fig. 1).

Previous studies suggested that warmer SSTs induce stronger ver-
tical momentum mixing, and the enhanced mixing is responsible for
mesoscale features in the surface wind convergence field9,10, consis-
tent with a numerical model experiment focusing on near-surface
adjustments17. Our observational result indicates the importance of
the overlooked pressure adjustment mechanism, consistent with
both a recent short (a few days) regional model experiment for the
Gulf Stream18 and a numerical study of tropical instability waves19.
Note that the observed surface wind convergence is roughly collo-
cated with the axis of the Gulf Stream (Fig. 1e, Supplementary Fig. 1).

Satellite observations further reveal that the Gulf Stream anchors a
narrow rain band roughly collocated with the surface wind conver-
gence (Fig. 2a). Although there was evidence that the Gulf Stream
affects precipitation20, our high-resolution analysis reveals that the
narrow rain band meanders with the Gulf Stream front and is con-
fined to its warmer flank with SSTs greater than 16 uC. This close co-
variation in space is strongly indicative of an active role of the Gulf
Stream. The precipitation pattern is well reproduced in the opera-
tional analysis (Supplementary Fig. 2), with a bias of excessive rain
rates compared to satellite observations.

The causality is further examined using an atmospheric general
circulation model (AGCM)4. It successfully captures the rain band
following the meandering Gulf Stream, although the rain rate near
the coast is somewhat too weak compared with satellite observations
(Fig. 2b). When the SST is smoothed (see Methods for details),
however, the narrow precipitation band disappears in the AGCM
(Fig. 2c). Compared to the smoothed SST run, rain-bearing low-
pressure systems tend to develop along the Gulf Stream front in
the control simulation (Supplementary Fig. 3). These results
indicate that the narrow precipitation band in the western North

Atlantic results from the forcing by the sharp SST front of the Gulf
Stream.

Similar to precipitation, surface evaporation also exhibits a
narrow banded structure on the offshore side of the SST front
(Supplementary Fig. 2). This evaporation band is consistent with a
short-term field observation21. The amount of evaporation is slightly
larger than that of precipitation, indicating that local evaporation
supplies much of the water vapour for precipitation. The local
enhancement of evaporation on the warmer flank of the Gulf
Stream is due to enhanced wind speed and the large disequilibrium
of air temperature from SST9,13.

As precipitation off the US east coast is often associated with deep
weather systems, the rainfall pattern described above suggests that the
Gulf Stream’s influence may penetrate to the free atmosphere.
Indeed, the upward motion across the Gulf Stream displays a deep
structure extending to the upper troposphere (Fig. 3a). The upward
motion is anchored by wind convergence in the MABL (Fig. 3a). The
latter peaks at the sea surface, and is strongly affected by SST (Fig. 1).
It is interesting to note that although surface convergence and diver-
gence are similar in magnitude (Fig. 1), the upward motion over
surface wind convergence is much stronger and deeper than the
downward motion over the wind divergence (Fig. 3a). This is sug-
gestive of the importance of condensational heating above the MABL
in developing the asymmetry between the upward and downward
motion.

The upward wind velocity is strongest just above the MABL between
the 850 and 700 hPa levels (Fig. 3a). The horizontal distribution at
these levels is quite similar to the distribution of the surface conver-
gence. The structure trapped by the Gulf Stream is clearly visible at
500 hPa and remains discernible at the 300 hPa level (Supplementary
Fig. 4). Remarkably, the divergence in the upper troposphere is also
dominated by a meandering band following the Gulf Stream front
(Fig. 3b)—such a pattern is required by mass conservation, with the
tropopause acting virtually as a lid for the mean circulation.

Next we examine the occurrence of high clouds, and infer cloud-
top temperature using three-hourly outgoing long-wave radiation
(OLR) derived from satellite observations. Lower OLR levels indicate
lower temperatures and higher altitudes of cloud tops. Figure 3c
shows the occurrence rate of OLR lower than 160 W m22, which
roughly corresponds to a cloud-top height of about 300 hPa. A nar-
row band of high occurrence hugs the SST front of the Gulf Stream in
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Figure 3 | Annual climatology of parameters
connecting MABL and free atmosphere.
a, Vertical wind velocity (upward positive; colour),
boundary layer height (black curve) and wind
convergence (contours for 61, 2, 3 3 1026 s21)
averaged in the along-front direction in the green
box in b, based on the ECMWF analysis. b, Upper-
tropospheric wind divergence averaged between
200 and 500 hPa (colour). c, Occurrence frequency
of daytime satellite-derived OLR levels lower than
160 W m22 (colour). Contours in b and c are for
SST, as in Fig. 1.
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Influence of the Gulf Stream on the troposphere
Shoshiro Minobe1, Akira Kuwano-Yoshida2, Nobumasa Komori2, Shang-Ping Xie3,4 & Richard Justin Small3

The Gulf Stream transports large amounts of heat from the tropics
to middle and high latitudes, and thereby affects weather phenom-
ena such as cyclogenesis1,2 and low cloud formation3. But its cli-
matic influence, on monthly and longer timescales, remains
poorly understood. In particular, it is unclear how the warm cur-
rent affects the free atmosphere above the marine atmospheric
boundary layer. Here we consider the Gulf Stream’s influence on
the troposphere, using a combination of operational weather ana-
lyses, satellite observations and an atmospheric general circula-
tion model4. Our results reveal that the Gulf Stream affects the
entire troposphere. In the marine boundary layer, atmospheric
pressure adjustments to sharp sea surface temperature gradients
lead to surface wind convergence, which anchors a narrow band of
precipitation along the Gulf Stream. In this rain band, upward
motion and cloud formation extend into the upper troposphere,
as corroborated by the frequent occurrence of very low cloud-top
temperatures. These mechanisms provide a pathway by which
the Gulf Stream can affect the atmosphere locally, and possibly
also in remote regions by forcing planetary waves5,6. The iden-
tification of this pathway may have implications for our under-
standing of the processes involved in climate change, because the
Gulf Stream is the upper limb of the Atlantic meridional over-
turning circulation, which has varied in strength in the past7 and
is predicted to weaken in response to human-induced global
warming in the future8.

It is a challenging task to isolate the climatic influence of the Gulf
Stream from energetic weather variability using conventional obser-
vations, which are spatially and temporally sporadic. Recently, high-
resolution satellite observations of surface winds made it possible to
map the influence of the Gulf Stream9,10 and other major sea surface
temperature (SST) fronts11–14 on the near-surface atmosphere. The
Gulf Stream affects the 10-m wind climatology as observed by the
QuikSCAT satellite15, with wind divergence and convergence on the
cold and warm flanks, respectively, of the Gulf Stream front9,10

(Fig. 1a). However, the mechanism by which the SST fronts influence
surface winds is still under much debate9,10

The identification of the mechanism responsible has been ham-
pered by the need to know parameters not available from satellite
observations, for which we turn to high-resolution atmospheric
operational analyses from the European Centre for Medium-Range
Weather Forecasts (ECMWF). The operational analysis successfully
captures the observed pattern of wind divergence (Fig. 1b). Interestingly,
the wind convergence closely resembles the pattern of the laplacian of
sea-level pressure (=2SLP) (Fig. 1c).This correspondence is consistent
with an immediate consequence of a marine atmospheric boundary
layer (MABL) model16 (see Methods Summary). Note that it is
virtually impossible to see the correspondence between the wind
convergence and SLP itself without taking the laplacian. The laplacian
operator acts as a high-pass filter, unveiling the SST frontal effect that
is masked by large-scale atmospheric circulations.

In contrast to the free atmosphere where wind velocities are
nearly non-divergent, substantial divergence occurs in the MABL
in the presence of strong friction and is proportional to the SLP
laplacian in the MABL model described in the Methods Summary.
Such a linear relation approximately holds in observations (Fig. 1f),
with a correlation coefficient as high as 0.70 for a region where wind

1Department of Natural History Sciences, Graduate School of Science, Hokkaido University, Sapporo 060-0810, Japan. 2Earth Simulator Center, Japan Agency for Marine-Earth
Science and Technology, Yokohama 236-0001, Japan. 3International Pacific Research Center, 4Department of Meteorology, University of Hawaii at Manoa, Honolulu, Hawaii 96822,
USA.
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Figure 1 | Annual climatology of surface parameters. a, b, 10-m wind
convergence (colour) in QuikSCAT satellite observations (a) and in the
ECMWF analysis (b). c, d, SLP laplacian (c) and sign-reversed SST laplacian
(d) in the ECMWF analysis. e, Surface geostrophic current speed. In a–e, SST
contours (2 uC interval and dashed contours for 10 uC and 20 uC) are shown.
f, Relationship between the SLP laplacian and wind convergence based on
monthly climatology in the red-dashed box in c; the regression line is shown
red. Error bars, 61 s.d. of wind convergence for each bin of SLP.
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Steady-state linear Ekman-based 
boundary layer dynamics fk̂ ×u = − 1
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convergence and divergence are strong (80u–40uW, 30u–48uN, red-
dashed box in Fig. 1c). Furthermore, consistent with the MABL
model16 where SST variations force pressure adjustments, the
pattern of laplacian SST with sign reversed (2=2SST) exhibits some
similarities to laplacian SLP and wind convergences (Fig. 1d). These
results indicate that MABL pressure adjustments to SST gradients
near the Gulf Stream are important for surface wind divergence.
Relatively high pressures on the colder flank and relatively low
pressures on the warmer flank induce cross-frontal components of
near-surface winds, leading to divergence and convergence (Supple-
mentary Fig. 1).

Previous studies suggested that warmer SSTs induce stronger ver-
tical momentum mixing, and the enhanced mixing is responsible for
mesoscale features in the surface wind convergence field9,10, consis-
tent with a numerical model experiment focusing on near-surface
adjustments17. Our observational result indicates the importance of
the overlooked pressure adjustment mechanism, consistent with
both a recent short (a few days) regional model experiment for the
Gulf Stream18 and a numerical study of tropical instability waves19.
Note that the observed surface wind convergence is roughly collo-
cated with the axis of the Gulf Stream (Fig. 1e, Supplementary Fig. 1).

Satellite observations further reveal that the Gulf Stream anchors a
narrow rain band roughly collocated with the surface wind conver-
gence (Fig. 2a). Although there was evidence that the Gulf Stream
affects precipitation20, our high-resolution analysis reveals that the
narrow rain band meanders with the Gulf Stream front and is con-
fined to its warmer flank with SSTs greater than 16 uC. This close co-
variation in space is strongly indicative of an active role of the Gulf
Stream. The precipitation pattern is well reproduced in the opera-
tional analysis (Supplementary Fig. 2), with a bias of excessive rain
rates compared to satellite observations.

The causality is further examined using an atmospheric general
circulation model (AGCM)4. It successfully captures the rain band
following the meandering Gulf Stream, although the rain rate near
the coast is somewhat too weak compared with satellite observations
(Fig. 2b). When the SST is smoothed (see Methods for details),
however, the narrow precipitation band disappears in the AGCM
(Fig. 2c). Compared to the smoothed SST run, rain-bearing low-
pressure systems tend to develop along the Gulf Stream front in
the control simulation (Supplementary Fig. 3). These results
indicate that the narrow precipitation band in the western North

Atlantic results from the forcing by the sharp SST front of the Gulf
Stream.

Similar to precipitation, surface evaporation also exhibits a
narrow banded structure on the offshore side of the SST front
(Supplementary Fig. 2). This evaporation band is consistent with a
short-term field observation21. The amount of evaporation is slightly
larger than that of precipitation, indicating that local evaporation
supplies much of the water vapour for precipitation. The local
enhancement of evaporation on the warmer flank of the Gulf
Stream is due to enhanced wind speed and the large disequilibrium
of air temperature from SST9,13.

As precipitation off the US east coast is often associated with deep
weather systems, the rainfall pattern described above suggests that the
Gulf Stream’s influence may penetrate to the free atmosphere.
Indeed, the upward motion across the Gulf Stream displays a deep
structure extending to the upper troposphere (Fig. 3a). The upward
motion is anchored by wind convergence in the MABL (Fig. 3a). The
latter peaks at the sea surface, and is strongly affected by SST (Fig. 1).
It is interesting to note that although surface convergence and diver-
gence are similar in magnitude (Fig. 1), the upward motion over
surface wind convergence is much stronger and deeper than the
downward motion over the wind divergence (Fig. 3a). This is sug-
gestive of the importance of condensational heating above the MABL
in developing the asymmetry between the upward and downward
motion.

The upward wind velocity is strongest just above the MABL between
the 850 and 700 hPa levels (Fig. 3a). The horizontal distribution at
these levels is quite similar to the distribution of the surface conver-
gence. The structure trapped by the Gulf Stream is clearly visible at
500 hPa and remains discernible at the 300 hPa level (Supplementary
Fig. 4). Remarkably, the divergence in the upper troposphere is also
dominated by a meandering band following the Gulf Stream front
(Fig. 3b)—such a pattern is required by mass conservation, with the
tropopause acting virtually as a lid for the mean circulation.

Next we examine the occurrence of high clouds, and infer cloud-
top temperature using three-hourly outgoing long-wave radiation
(OLR) derived from satellite observations. Lower OLR levels indicate
lower temperatures and higher altitudes of cloud tops. Figure 3c
shows the occurrence rate of OLR lower than 160 W m22, which
roughly corresponds to a cloud-top height of about 300 hPa. A nar-
row band of high occurrence hugs the SST front of the Gulf Stream in
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Figure 2 | Annual climatology of rain rate.
a, Observed by satellites. b, c, In the AGCM with
observed (b) and smoothed (c) SSTs. Contours
are for SST, as in Fig. 1.
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Figure 3 | Annual climatology of parameters
connecting MABL and free atmosphere.
a, Vertical wind velocity (upward positive; colour),
boundary layer height (black curve) and wind
convergence (contours for 61, 2, 3 3 1026 s21)
averaged in the along-front direction in the green
box in b, based on the ECMWF analysis. b, Upper-
tropospheric wind divergence averaged between
200 and 500 hPa (colour). c, Occurrence frequency
of daytime satellite-derived OLR levels lower than
160 W m22 (colour). Contours in b and c are for
SST, as in Fig. 1.
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WBC SST impacts on local and 
downstream storm track

•  WBC SSTs (e.g., front strength, meridional 
position, warm-core eddies)
1. Locally, strengthen the storm activity locally,
2. Downstream, modulate the intensity/path of the 
storm track.
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Enhanced baroclinicity MAINTAINED by the 
oceans near the WBCs



Linear vs. nonlinear extratropical atmospheric responses

1) Linear response results from a direct diabatic forcing of the ocean 
confined in the vicinity of the forcing,

2) Nonlinear response represents eddy-mean flow interactions, involve 
the response pattern who area much greater than that of the forcing

Seo et al. (2017)
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Linear response Nonlinear response

linear = ½ × ( POS - NEG) 
nonlinear = ½ × [(POS - CTL) + (NEG - CTL)]
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Northward shifted GS

CTL: WRF forced with SSTA induced 
by the north/south shift in the GS position
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The linear response: The atmospheric fronts “feel” (diabatically) the WBC SST front
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at each location is plotted. One can see that along the GS front between roughly 6°C and 14°C, dQ/dy< 0,
meaning that on average the cross-frontal surface sensible heat flux gradient is acting to enhance the cold
fronts in this region. Either side of these SST contours along the front, however, dQ/dy> 0, indicates that
on average the cross-frontal surface sensible heat flux gradient is acting to dampen the cold fronts here.
Naturally, such a tripole pattern along the strong oceanic frontal zone lends itself to atmospheric cold fronts

Figure 4. Schematic of an atmospheric cold front passing over (a) an SST gradient aligned such that the ocean temperature is equal to the atmospheric temperature
at the surface, (b) a strong SST gradient aligned in the same direction, and (c) an SST gradient aligned in the opposite direction. Black wavy arrows indicate the
direction of surface sensible heat fluxes, while the cross-frontal direction vector (y) is shown as a thin black arrow (positive toward the cold sector).

Figure 5. (a) The 20 year wintertime average of the cross-cold-frontal surface sensible heat flux gradient, dQ/dy, (expressed
in Wm!2/100 km), at each location in the CNTL experiment. Contours of SST are as in Figure 1a, with the 6°C and 14°C
contours thickened. (b) As in Figure 5a but for the SMTH experiment. Contours of SST are as in Figure 1b. Positive (negative)
values imply that on average dQ/dy acts to thermally dampen (strengthen) passing atmospheric cold fronts at that location.
(c) The difference in dQ/dy between the CNTL and SMTH experiments (CNTL-SMTH). Positive (negative) values imply that
the cross-frontal surface sensible heat flux gradient acts on average to thermally dampen a cold front more (less) in the
CNTL experiment than in the SMTH. Contours of SST are as in Figure 5a.
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CNTL experiment than in the SMTH. Contours of SST are as in Figure 5a.
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The sign of the dQSH/dy 
indicates the diabatic 

frontogenesis or 
frontolysis

dQSH/dy <0 → Strengthening of the atmospheric front

diabatic frontogensis and generation of APE

WC

wc

Length scale: atmospheric fronts ≈ ocean fronts (10-100 km)

Seo et al. 2022

Parfitt and Seo (2018)

dQSH/dy <0 → Weakening of the atmospheric front



The nonlinear response is maintained by 
LF rectifying effects of HF eddy vorticity flux convergence

Nakamura et al. (1997)

POS minus CTL NEG minus CTL(∂Z250/∂t)HF response

m/day m/day

Seo et al. (2014; 2017)
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where the overbar denotes the 8-day low-pass filtering.
If the background wind speed is less than 0.5 m s21,
VH was set to be zero because the direction of the
background flow is poorly defined. Justification may be
given by the tendency that the baroclinic eddies are very
weak where the background westerlies are weak. We
evaluated VH based on Z250, assuming geostrophic bal-
ance with the latitude-dependent Coriolis parameter. As
VH itself is a low-pass-filtered quantity, its climatolog-
ical-mean seasonal cycle was obtained in the same man-
ner as in section 2. Here VH is an alternative measure
of instantaneous amplitude of the high-frequency tran-
sients to the ‘‘envelope function’’ used by Nakamura
and Wallace (1990). In fact, the climatological-mean
distribution of VH for each month is very similar to
that of the envelope function. Note that, unlike the en-
velope function, VH is not based on explicit high-pass
filtering and cannot be well defined in the lower tro-
posphere where the background flow is very weak.

APPENDIX B

A Measure of Barotropic Feedback from
Transient Eddies

In the present study, the barotropic feedback has been
evaluated as the low-pass-filtered tendency of the
250-mb geopotential height due solely to the vorticity
flux convergence associated with the high-frequency
transients at that level, that is,

]Z f250 0 22 ¯5 π [2= · (y9z9 1 ȳz9 1 y9z)], (B1)1 2]t gHFT

where overbars and primes denote the 8-day low-pass-
and high-pass-filtered quantities, respectively; f0 is the
Coriolis parameter at 438N (51 3 1024 s21); g is the
acceleration of gravity; y is the horizontal wind; and z
is the relative vorticity. The high-pass-filtered quantities
were obtained by subtracting the low-pass-filtered quan-
tities from the unfiltered ones. In solving Poisson’s equa-
tion (B1), (]Z250/]t)HFT 5 0 was imposed along the
boundary (south of 178N) of the NMC octagonal grid,
a 1977-point square grid system on a polar stereographic
projection. This rather artificial boundary condition is
not expected to cause any serious error in the solution
of (B1) because baroclinic eddies are generally very
weak in the subtropics. Since f0 is fixed to the value of
438N, (B1) yields a streamfunction tendency, which can
be compared with the observed streamfunction-like
height anomalies. Twice-daily fields of the NMC
250-mb horizontal wind were used for computing the
vorticity fluxes on the right-hand side of (B1). If the
wind field is missing while Z250 is available, the geo-
strophic wind field based on Z250 (with latitude-depen-
dent f ) was substituted into the sequence of the wind
fields. If both of the variables are missing, the missing
wind field was filled by linear interpolation in time.
Since the cutoff of the filter response function is not as

sharp as the step function, the resultant imperfect sep-
aration between the high-pass- and low-pass-filtered
quantities yields some values in the second and third
terms (i.e., ‘‘cross terms’’) of (B1). Still, the first term
was found to dominate the other two. Compared to an
evaluation of the net feedback by solving the three-
dimensional Poisson’s equation, the evaluation with
(B1) applied only to the 250-mb surface can reduce the
computational burden by one order of magnitude, and
therefore the feedback could be evaluated twice every
day over the 27-yr period.
Based on the low-pass-filtered flux convergence,

(]Z250/]t)HFT itself is a slowly varying quantity, too. The
31-day moving average of (]Z250/]t)HFT was used to ob-
tain the mean annual cycle for the 27-yr period. The
wintertime climatological mean resembles the results by
Lau and Holopainen (1984). The climatological-mean
feedback from the transient eddies should be balanced
by other dynamical processes such as the horizontal
advection of the absolute vorticity and the vortex-tube
stretching associated with the horizontal divergence.
Therefore, the effective feedback upon the low-fre-
quency circulation anomalies such as blocking ridges
should be given by (] /]t)HFT, the anomalous (]Z250/Z*250
]t)HFT, defined as the departure from its climatological-
mean annual cycle. The feedback was evaluated in a
similar manner in Nakamura (1990). Compared to the
present study, however, the feedback was somewhat un-
derestimated in his study because the cutoff period of
the filter was set to 6 days rather than 8 days and no
cross terms were included.
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where the overbar denotes the 8-day low-pass filtering.
If the background wind speed is less than 0.5 m s21,
VH was set to be zero because the direction of the
background flow is poorly defined. Justification may be
given by the tendency that the baroclinic eddies are very
weak where the background westerlies are weak. We
evaluated VH based on Z250, assuming geostrophic bal-
ance with the latitude-dependent Coriolis parameter. As
VH itself is a low-pass-filtered quantity, its climatolog-
ical-mean seasonal cycle was obtained in the same man-
ner as in section 2. Here VH is an alternative measure
of instantaneous amplitude of the high-frequency tran-
sients to the ‘‘envelope function’’ used by Nakamura
and Wallace (1990). In fact, the climatological-mean
distribution of VH for each month is very similar to
that of the envelope function. Note that, unlike the en-
velope function, VH is not based on explicit high-pass
filtering and cannot be well defined in the lower tro-
posphere where the background flow is very weak.

APPENDIX B

A Measure of Barotropic Feedback from
Transient Eddies

In the present study, the barotropic feedback has been
evaluated as the low-pass-filtered tendency of the
250-mb geopotential height due solely to the vorticity
flux convergence associated with the high-frequency
transients at that level, that is,

]Z f250 0 22 ¯5 π [2= · (y9z9 1 ȳz9 1 y9z)], (B1)1 2]t gHFT

where overbars and primes denote the 8-day low-pass-
and high-pass-filtered quantities, respectively; f0 is the
Coriolis parameter at 438N (51 3 1024 s21); g is the
acceleration of gravity; y is the horizontal wind; and z
is the relative vorticity. The high-pass-filtered quantities
were obtained by subtracting the low-pass-filtered quan-
tities from the unfiltered ones. In solving Poisson’s equa-
tion (B1), (]Z250/]t)HFT 5 0 was imposed along the
boundary (south of 178N) of the NMC octagonal grid,
a 1977-point square grid system on a polar stereographic
projection. This rather artificial boundary condition is
not expected to cause any serious error in the solution
of (B1) because baroclinic eddies are generally very
weak in the subtropics. Since f0 is fixed to the value of
438N, (B1) yields a streamfunction tendency, which can
be compared with the observed streamfunction-like
height anomalies. Twice-daily fields of the NMC
250-mb horizontal wind were used for computing the
vorticity fluxes on the right-hand side of (B1). If the
wind field is missing while Z250 is available, the geo-
strophic wind field based on Z250 (with latitude-depen-
dent f ) was substituted into the sequence of the wind
fields. If both of the variables are missing, the missing
wind field was filled by linear interpolation in time.
Since the cutoff of the filter response function is not as

sharp as the step function, the resultant imperfect sep-
aration between the high-pass- and low-pass-filtered
quantities yields some values in the second and third
terms (i.e., ‘‘cross terms’’) of (B1). Still, the first term
was found to dominate the other two. Compared to an
evaluation of the net feedback by solving the three-
dimensional Poisson’s equation, the evaluation with
(B1) applied only to the 250-mb surface can reduce the
computational burden by one order of magnitude, and
therefore the feedback could be evaluated twice every
day over the 27-yr period.
Based on the low-pass-filtered flux convergence,

(]Z250/]t)HFT itself is a slowly varying quantity, too. The
31-day moving average of (]Z250/]t)HFT was used to ob-
tain the mean annual cycle for the 27-yr period. The
wintertime climatological mean resembles the results by
Lau and Holopainen (1984). The climatological-mean
feedback from the transient eddies should be balanced
by other dynamical processes such as the horizontal
advection of the absolute vorticity and the vortex-tube
stretching associated with the horizontal divergence.
Therefore, the effective feedback upon the low-fre-
quency circulation anomalies such as blocking ridges
should be given by (] /]t)HFT, the anomalous (]Z250/Z*250
]t)HFT, defined as the departure from its climatological-
mean annual cycle. The feedback was evaluated in a
similar manner in Nakamura (1990). Compared to the
present study, however, the feedback was somewhat un-
derestimated in his study because the cutoff period of
the filter was set to 6 days rather than 8 days and no
cross terms were included.
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Feedback to oceans



How do the turbulent flux responses influence the ocean?

QLH = ρa LeCE Δq|W − U|

Predictability (CLIVAR) Mode Water Dynamics Ex-
periment (CLIMODE; Marshall et al. 2009) was con-
ducted to investigate the various processes responsible
for water mass transformation leading to EDW creation.
The mooring described in this paper was our contribu-
tion to CLIMODE, because the deployment of the
surface mooring was done in order to improve quanti-
fication of the air–sea fluxes in the EDW formation re-
gion and the resulting surface buoyancy loss.

To provide an accurate in situ record of the air–sea
heat flux we sought to deploy a surface mooring for
2 yr at a site close to the climatological maximum in
annual air–sea heat flux (Fig. 1). This site is a deep-
water site, in depths of about 4500 m, and also a site
that would at times be within the core of the Gulf
Stream. One goal was to instrument the surface buoy
with the meteorological sensors needed to describe the
surface meteorology and estimate the air–sea fluxes of
heat, freshwater, and momentum by bulk formula
methods (Fairall et al. 1996). The buoy was therefore
equipped with redundant, calibrated meteorological
sensors (e.g., Weller and Anderson 1996). A second
goal was to equip the surface buoy with a direct co-
variance flux system (DCFS; Edson et al. 1998), which

would provide direct estimates of air–sea fluxes (mo-
mentum and sensible heat). This method provided the
ability to examine uncertainties associated with the
methodology of air–sea flux estimation and further in-
vestigate the parameterizations used in the bulk formula,
as well as the performance of the sensors. Though in prior
work (Colbo and Weller 2009) we have characterized the
uncertainties in buoy meteorological observations and the
derived air–sea fluxes in the subtropics, we anticipated
greater uncertainties would be seen in the Gulf Stream
location. Finally, a third goal was to obtain upper-ocean
currents, temperatures, and salinities. A near-surface
current was needed to determine the wind velocity relative
to the ocean surface velocity. By collecting 2 yr of data we
planned to be able to provide a dataset that would describe
the observed variability over a wide range of time scales,
spanning diurnal to annual, and would improve our
estimates of mean, seasonal, synoptic, and maximum
air–sea fluxes. This paper reviews the efforts taken to
design a surface mooring that would survive at this site
and to equip it with the meteorological and oceano-
graphic instrumentation needed to meet the goals.

Section 2 discusses the conditions anticipated at the
site and the design of the surface mooring done in

FIG. 1. Map of the Gulf Stream region off the northeastern United States. The bottom ba-
thymetry contours are shown in thick gray lines (200 and 1000 m). Color contours are the
winter (December–March) mean of net air–sea heat loss from sensible and latent heat from the
Objectively Analyzed Ocean–Sea Fluxes for the Global Oceans (OAFlux; Yu et al. 2004) for
the winters of 2005 through 2007. The average location of the north (red dashed line) [south
(green dashed line)] wall of the Gulf Stream is indicated, based on the Navy front and eddy
analysis product. The average 188C SST isotherm for the same period is shown (dashed black
line). The site chosen for the mooring, 388N, 658W, is also shown (black crossed circle).
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HF wind stress curl τ = ρa CD (W − U)2

It is evident from Fig. 3 and fig. S2 that
many of the small-scale features in the curl are
coincident geographically with regions of
small-scale variability in the divergence. The
causes of these features, which are much weak-
er or nonexistent in divergence and curl fields
computed from NWP model winds (fig. S3),
are discussed in the following sections.
SST effects. Much of the small-scale

variability in the wind stress field is attribut-
able to SST modification of low-level winds
through the influence of air-sea heat flux on
the MABL (fig. S5). Cool water stabilizes the
MABL and decouples the surface winds from
winds aloft. Heating over warm water deep-
ens and destabilizes the MABL, decreasing
the vertical shear of the wind (5, 17–23).
Differential heating of the MABL on oppo-
site sides of an SST front also tends to create
a pressure gradient force in the direction of
the SST gradient (24, 25). The net effects of
SST on the MABL are to decrease the surface
wind speed over cool water and increase it
over warm water. Decelerations and acceler-
ations as winds blow across SST fronts (fig.
S6) lead respectively to surface wind conver-
gences and divergences that are linearly re-
lated to the downwind component of the SST
gradient (Fig. 4, top) (3, 4).

Although it is a clear indicator of the
influence of SST on low-level winds, the
wind stress divergence cannot be easily quan-
tified from in situ observations, because it
requires simultaneous measurements over a
large area. Previous scatterometer studies
have identified this phenomenon regionally
(2–4, 21, 22). The global divergence fields in
the top panels of Fig. 1 and figs. S1 and S2
reveal the ubiquity, intensity, and surprising
persistence of ocean-atmosphere coupling
throughout the world ocean in regions of
strong and persistent SST gradients. Bands of
divergence just north of the equator in the
Pacific and Atlantic occur where the south-
east trade winds blow across the SST fronts
on the north sides of equatorial cold tongues
(2, 3, 21). Striations in the divergence over
the western Arabian Sea are associated with
monsoon winds blowing across the SST pat-
terns of the well-known Great Whirl off the
coast of Somalia and two persistent ocean
eddies to the east (26).

Outside of the tropics, SST influence on
the 4-year average wind stress is mostly re-
stricted to regions poleward of 40° latitude,
where persistent SST fronts are prevalent.
Most striking are the alternating patches of
divergence and convergence throughout the
Southern Ocean poleward of 40°S, a region
characterized by bathymetrically induced
steady meanders of the Antarctic Circumpo-
lar Current (ACC). These divergence and
convergence patterns result from accelera-
tions and decelerations of the mean westerly
winds as they blow across SST fronts (4).

In the western North Atlantic, the mean
northwesterly winds blow across the Gulf
Stream east of Cape Hatteras (Fig. 5, bottom
right). Acceleration toward the warmer water
of the Gulf Stream and subsequent decelera-
tion over the cooler water of the Sargasso Sea
result in divergence over the inshore waters
and convergence seaward of the Gulf Stream
(top panels of Fig. 1 and figs. S1 and S2).
Strong divergence occurs east of Newfound-
land, where the westerly winds blow across
the warm Gulf Stream after it turns northward
around the Grand Banks. Similar structures
associated with the Kuroshio Current can be
seen in the northwest Pacific (27).

SST gradients also influence the wind
stress curl. The filamentous structures in the
curl field across most of the Southern Ocean
(Fig. 3 and fig. S2) are manifestations of
lateral gradients of air-sea interaction that
occur where the westerly winds blow parallel
to isotherms (fig. S6) associated with steady

meanders of the ACC (4). Similar features
are found wherever there are strong and per-
sistent SST gradients, as in the eastern equa-
torial Pacific (3) and Atlantic and over the
Sohm Plain and Newfoundland Basin in the
northwest Atlantic. Throughout the world
ocean, these small-scale features in the curl
are linearly related to the crosswind SST
gradient (Fig. 4, bottom) (3, 4).
Orographic effects. Numerous examples

of divergence and convergence related to oro-
graphic influences are visible in the top panels
of Fig. 1 and figs. S1 and S2. Wind shadows
form in the lee of many islands. Constriction of
winds through mountain passes and interisland
gaps and around the tips of many islands result
in the formation of wind jets. These features are
also evident in the curl fields (Fig. 3 and fig.
S2). The clearest examples are found along the
Pacific coast of Central America, where intense
winds blow episodically from the Gulf of Mex-
ico and Caribbean Sea through low-level moun-

Fig. 1. Global 4-year averages (August 1999–July 2003) of the divergence (top) and curl (bottom)
of the surface wind stress over the world ocean computed from 25-km-resolution wind measure-
ments by the QuikSCAT scatterometer. (See fig. S1 for an electronic version of this figure.)
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Ga ≈ ∫
!2
"g2

cpN2
r
"∗Qod. (3)

The sign convention used for net heat flux is positive into the ocean. When (3) is a source of APE it is positive
and occurs when cool SST corresponds with net heat flux out of the ocean and vice versa for warm SSTs.

2.2. Three-Way Decomposition of APE Generation
As a proxy for the total generation of APE per unit volume we will examine the time-averaged product of
the SST anomaly "∗ from a reference state "r(z) and net air-sea heat flux (SHF) Qo. We further decompose
the product into a climatological time mean, a mean seasonal cycle, and a transient eddy contribution,

"∗Qo = "m
∗ Qm

o + "s
∗Qs

o + "′∗Q′
o, (4)

where the m and s superscripts indicate the time-mean and seasonal climatology anomaly, respectively. See
Appendix A for a full derivation of (4); (4) multiplied by !2

"g2∕cpN2
r is proportional to the rate of APE gener-

ation in units of W m−2. Scaling in the midlatitudes shows that 102◦C W m−2 is approximately 1 mW m−2 in
APE units. This decomposition follows Bryan et al. (2014) and Griffies et al. (2015), which define an eddy as
a deviation from the monthly mean climatology and differs from von Storch et al. (2012), which includes a
mean seasonal cycle embedded in the transient eddy term. The time mean as a mean state will be referred
to as the traditional approach. Many of the pioneering works on ocean energetics that used relatively short
temporal records from moored current meter moorings in the Southern Ocean and Gulf Stream used ensem-
ble time averages as the mean state to estimate EPE and EKE budgets (Bryden, 1979; Cronin & Watts, 1996;
Dewar & Bane, 1989). The work here highlights the importance of isolating the mean seasonal cycle when
doing an eddy-mean decomposition when using surface data and or long temporal records that can resolve
a robust seasonal cycle.

The first, second, and third terms on the right-hand side of (4) will be referred to as the local mean, seasonal,
and transient APE generation terms, respectively. The global rate of thermal APE generation by the mean
(Gm), seasonal (Gs), and transient (Ge) SST and net air-sea heat flux can be written by integrating (4) over
the surface area () of the ocean,

Gm = ∫
!2
"g2

cpN2
r
"m
∗ Qm

o d, (5)

Gs = ∫
!2
"g2

cpN2
r
"s
∗Qs

od, (6)

Ge = ∫
!2
"g2

cpN2
r
"′∗Q′

od. (7)

From a Lorenz energy cycle (Lorenz, 1955) standpoint, the mean (5) and seasonal (6) terms play a role in the
mean APE reservoir, while the transient eddy (7) is a source or sink of EPE. In section 3, we will examine
the integrands in (5)–(7) as well as partial (zonal) and full (global) integrals.

2.3. Data
2.3.1. Observations
The observational data sets used in this study will primarily be SST and net air-sea heat flux with a com-
bination of mean subsurface climatology. The net heat flux is a combination of shortwave, longwave, and
turbulent latent and sensible heat fluxes from the Japanese Ocean Flux data sets with Use of Remote sensing
Observations Version 3 (J-OFURO3). J-OFURO3 is the evolution of the original J-OFURO data set (Kuboto
et al., 2002; Tomita et al., 2010). The new version is available for 1988–2013 with daily and monthly mean
temporal resolution and 0.25◦ spatial resolution. The focus of this study is on the monthly mean product,
which is a complete data set compared with the daily product that has data gaps between satellite orbiting
tracks. J-OFURO3 is derived solely from satellite data except for 2 m air temperature taken from NCEP-DOE
reanalysis (Kanamitsu et al., 2002). Daily averaged SST is an ensemble median of multiple satellite data
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Eddy diabatic dissipation
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dissipation of KE

Negative eddy-induced SST-Qturb covariance
→ EPE destruction (sink)

Negative eddy-induced τ-us covariance 
→ EKE destruction (sink)

mWm-2 10-5m3/s3

currents and attenuates the strength of eddies. This
damping effect by the current–wind interaction appears
to take place mostly on large scales (i.e., defined to be
greater than the 38 3 38 averages, which include the SC
and much of the GW; Fig. 3), rather than on small scales,
although this distinction is somewhat arbitrary, as it de-
pends on the chosen filtering scales. The following sec-
tions look into each process in greater detail.
It is worthwhile to note that, over the southeastern part

of the GW, the CTL and the QuikSCAT climatologies
both exhibit a narrow and elongated band of negative
wind stress curl extending southwestward along the
southern limb of the GW (Figs. 4g,f). Vecchi et al. (2004)
also observed this bandofEkman downwelling from their
climatology (their Figs. 1 and 3), suggesting that this is
because of SST–wind coupling. The comparison of wind
stress curl climatologies in Fig. 4, however, implies that
the enhanced and narrow negative wind stress curl there
should be also more strongly attributed to current–wind
coupling, in particular on the oceanic mesoscale. This is
because the negative wind stress curl in noTe (Fig. 4h)
remains comparable to that in CTL but is weakened no-
ticeably in noUe (Fig. 4i). This negative wind stress curl
appears to be enhanced when the total current effect is
removed (Fig. 4j); however, this enhancement is taking
place farther west over the GW as opposed to the limb of
it and is due to a lack of negative surface vorticity re-
ducing the negative wind stress curl. A careful inspection
of the climatologies (Figs. 4i,j) indeed indicates that the
negative wind stress curl is further reduced in noUtot

compared to noUe along the thin southern limb of the
GW. The relative importance of surface current com-
pared to the SST in the negative wind stress curl in this
region is expected because the SST gradient is generally
weaker, being far from the influence of CF (Figs. 4f–j,
contours), yet the intensity of the surface current is
maintained there with the Rossby number reaching 1
(Vic et al. 2014). That Vecchi et al. (2004) observed the
negative wind stress curl in this region from QuikSCAT
scatterometers is perhaps because the QuikSCAT mea-
sures the wind relative to the moving ocean in addition to
the SST influence on the wind.

4. Further analysis of the AS circulation responses

a. Energy sources and conversions

To further quantify causes of the modeled responses
to two types of air–sea coupling, three diagnostic
quantities that represent energy sources and depth-
integrated energy conversions are derived from the
equations of motion:

P5P
m
1P

e

5
1

r0
(ut

x
1 yt

y
)1

1

r0
(u0t0x 1 y0t0y) , (2)

CPE/KE 52
g

r0

ð0

2h

(rw1 r0w0) dz, and (3)

CMKE/EKE 5
ð0

2h

2

"
u0u0 ›U

›x
1 u0y0

›U

›y
1 y0u0 ›V

›x

1 y0y0
›V

›y
11u0w0 ›U

›z
1 y0w0 ›V

›z

#
dz

(4)

Here, r0 is the density of seawater, and (U,V) is the JJAS
climatological velocity fields. The overbars are the time
mean, and the primes are the deviation from it. Terms in
(2)–(4) are integrated from the surface to the bottom of
the ocean (2h). Equation (2) is the correlation between
current and wind stress (i.e., work done by the wind on
the ocean). The total wind work (P) is decomposed into
mean wind work (Pm) affecting theMKE, and eddy wind
work (Pe), which enters the EKEbudget. If positive, wind
energy is supplied to the ocean, amplifying the EKE,
while, if negative, the wind slows down the mean and
eddy current through friction. Equation (3) denotes the
energy conversion from potential energy to kinetic en-
ergy. The term involving r0w0 represents the eddy con-
version from potential to kinetic energy, particularly
important during baroclinic instability (BC). Equation
(4) represents the conversion from MKE to EKE, which
is dominated by two processes; the horizontal and vertical
Reynolds stresses indicative of barotropic instability
(BT) and vertical shear instability.
Figure 7 shows the JJAS climatologies of each of these

terms calculated from CTL. The superposed contour in
each subplot is an isotach of 1.0ms21 surface current,
marking the location of the SC. The wind workPm stands
out as the primary energy source term, showing the
maximum positive all along the SC. There is negative Pm

over the eastern edge of the GW because its southward
flow is against the southerly wind there. The positive Pm

suggests that acceleration of the SC is a linear, scale-to-
scale response to wind stress. The decomposition of Pm

into Pmx and Pmy confirms this scale-to-scale momentum
transfer, showing that the positive Pmy coincides with the
SC, accelerating it along the coast up to 108N. The wind
work in the x direction Pmx takes over wind energy input
to the ocean north of 88–108N,where the SC departs from
the continental slope to flow eastward. The Pe is by an
order of magnitude smaller than Pm but is comparable in
size to other energy conversion processes. In CTL, Pex is
weakly negative over the CF because of the decline of

8070 JOURNAL OF CL IMATE VOLUME 30

Pe =

Geostrophic eddy wind work

Seo et al. (in prep)

vorticity curl

relative wind effect



Coupled ocean-atmosphere model simulations

• SCOAR (WRF-ROMS) model was developed to study mesoscale 
air-sea interaction and regional climate processes (Seo et al. 
2007~2021). https://hseo.whoi.edu/scoar-model, https://
github.com/hyodae-seo/SCOAR.

• For scale dependence of air-sea coupling, an online 2-D Loess 
smoothing is applied to SST/currents or air-sea fluxes 
• Putrasahan et al. (2013); Seo et al. (2016); Seo (2017)

Lowest-level bulk 
meteorology

SCOAR WRF-ROMS-WW3 
Regional Coupled Modeling System

https://hseo.whoi.edu/scoar https://github.com/hyodae-seo/SCOAR

!, QLH, QSH

!, QNET, QFW

Weather Research and Forecasting (WRF)

WRF Planetary Boundary Layer:  
MYNN, YSU, ACM, etc

WRF Surface-Layer:  
COARE 3.5 z0 formulation 

(Edson et al. 2013)

Regional Ocean 
Modeling System 

(ROMS)

SST, Usfc

motion of wind and current. The effect of Te orUe is then
assessed from the statistical differences from the CTL;
that is, CTL 2 noTe (CTL-noTe) [CTL 2 noUe (CTL-
noUe)] reveals the net effect of Te (Ue). Note that since
ocean eddies occur spontaneously and randomly in each
run, deterministic eddy-phase comparisons between runs
are not useful.

c. 2D online smoothing

Separating the spatial scales of T and U during the cou-
pledmodel integration requires anonline spatial smoothing.

This is done by implementing an online smoothing
technique in the SCOAR coupler. Figure 1 shows the
examples of the fields before and after the smooth-
ing. This technique was first used for SST fields in
Putrasahan et al. (2013a,b); this study extends to surface
currents. The online, 2D, spatial, locally weighted scatter-
plot smoothing (lowess) filter (Chelton and Schlax 1994;
Schlax et al. 2001) with the tricubic weighting function of
Cleveland (1979) and Cleveland and Devlin (1988) is ap-
plied only to the SST and surface currents produced by
ROMS that are felt by the atmosphere at each coupling

FIG. 1. Example of a 500-km lowess filtering applied to the daily snapshot (1Aug 2008) of the ocean surface fields,
(a)–(c) sea surface temperature T, (d)–(f) surface zonal current U, and (g)–(i) surface meridional current V. Left
(center) column shows the fields before (after) the smoothing and the right column shows the difference (before
minus after), that is, the small-scale fields of interest. The black box in (h) denotes the area to calculate the
alongshore average of the EKE budget terms in Figs. 8 and 9.
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motion of wind and current. The effect of Te orUe is then
assessed from the statistical differences from the CTL;
that is, CTL 2 noTe (CTL-noTe) [CTL 2 noUe (CTL-
noUe)] reveals the net effect of Te (Ue). Note that since
ocean eddies occur spontaneously and randomly in each
run, deterministic eddy-phase comparisons between runs
are not useful.

c. 2D online smoothing

Separating the spatial scales of T and U during the cou-
pledmodel integration requires anonline spatial smoothing.

This is done by implementing an online smoothing
technique in the SCOAR coupler. Figure 1 shows the
examples of the fields before and after the smooth-
ing. This technique was first used for SST fields in
Putrasahan et al. (2013a,b); this study extends to surface
currents. The online, 2D, spatial, locally weighted scatter-
plot smoothing (lowess) filter (Chelton and Schlax 1994;
Schlax et al. 2001) with the tricubic weighting function of
Cleveland (1979) and Cleveland and Devlin (1988) is ap-
plied only to the SST and surface currents produced by
ROMS that are felt by the atmosphere at each coupling

FIG. 1. Example of a 500-km lowess filtering applied to the daily snapshot (1Aug 2008) of the ocean surface fields,
(a)–(c) sea surface temperature T, (d)–(f) surface zonal current U, and (g)–(i) surface meridional current V. Left
(center) column shows the fields before (after) the smoothing and the right column shows the difference (before
minus after), that is, the small-scale fields of interest. The black box in (h) denotes the area to calculate the
alongshore average of the EKE budget terms in Figs. 8 and 9.
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τ formulation

τ-Te coupling τ -Ue coupling
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noUe Y N

2D smoothing

Online 2D spatial smoother
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https://hseo.whoi.edu/scoar


SST-wind and current-wind coupling effects on geostrophic EKE

•  Te-τ has small impact 
•  Ue-τ is a significant damping effect (40%)

motion following Masina et al. (1999) for the TIWs and
Marchesiello et al. (2003) for the CCS eddies and are
evaluated with the result from the model:

BC52
g

r0
r0w0 , (4)

BT52(u0u0U
x
1 u0y0U

y
1u0w0U

z
1 y0u0V

x

1 y0y0V
y
1 y0w0V

z
), and (5)

P5
1

r0
(u0t0x 1 y0t0y) . (6)

Here, the capital letters (U, V) denote the summer-
time (JAS) climatology, and the primes are the de-
viation from the mean. The BC term represents an
energy conversion process during baroclinic instability,
whereby mean available potential energy is converted
into EKE. The BT term represents the conversion of
the mean kinetic energy to EKE, which is typically
dominated by two processes: the horizontal and verti-
cal Reynolds stresses indicative of (equivalent) baro-
tropic instability and Kelvin–Helmholtz instability.
The P term is the work done by the wind on the ocean,
representing eddy–wind interactions. If positive, it
supplies wind energy to the ocean and increases the
EKE, thus serving as the wind work; if negative, it is
part of the dissipation of the EKE. Assuming the length
scale of the eddies to be the internal Rossby radius of
deformation L, the depth H to which the terms (4)–(6)
are to be averaged is determined byH5 fL/N; using f5
1024, L 5 104, and N 5 1022, a characteristic depth
scale of H 5 100m is obtained. Averaging over dif-
ferent depth ranges does not change the results con-
siderably due to the similarity of the vertical structure
in the EKE (Fig. 5).

Figure 7 shows the three energy conversion terms
from CTL. Strongest near the coast north of San Fran-
cisco, P is the dominant source term for EKE. BC is of
secondary importance over the shelf. The sum of the
effects of barotropic and Kelvin–Helmholtz instabilities
(BT) is small, perhaps because the model does not fully
resolve the small-scale shear of the currents (Brink 2016;
Brink and Seo 2016). Decomposition of P into the zonal
[Px 5 (1/r0)u

0t0x] and the meridional [Py 5 (1/r0)y
0t0y]

components suggests that, not surprisingly, most of the
EKE increase is via the positive correlation between y0

and ty
0; that is, the alongshore current anomalies are

generated as a response to the alongshore wind stress
anomalies.
The zonal component Px is weak but negative in the

upwelling zone, which acts to dissipate the EKE. The
negative correlation between u0 and tx

0 is explained by
the fact that the zonal current at the surface u0 is in part a
wind-driven Ekman response to southward ty

0 (Fig. 2);
that is, when ty

0 is negative (upwelling favorable), the
portion of u0 that is driven by the Ekman transport is
directed offshore. During typical upwelling conditions,
tx
0 is weakly eastward since the large-scale wind stress is
southeastward (Fig. 2). Thus, u0 and tx

0 should be in the
opposite direction during the upwelling conditions. This
is evidenced by the fact that negative Px is strong over
the upwelling zone south of Cape Blanco, where the
eastward component of the wind stress emerges in
the lee of capes and with the southeastward bend of the
coastline (Dorman and Kora!cin 2008). This implies that
the inclusion of the surface current effect reflects not
only the small-scale eddies (internal variability), but also
the linear wind-driven Ekman component that is char-
acteristic of summertime eastern boundary current sys-
tems. Therefore, some of the Ue effects discussed in this

FIG. 6. Monthly time series of the simulated surface EKE (cm2 s22) averaged over the up-
welling zone (328–458N, 1308–1208W; Fig. 4b).
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baroclinic conversion

CTL: include Te & Ue
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noTe noUe
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geostrophic eddy wind work

alongshore and depth-
averaged EKE

The EKE reduction is largely due to reduced wind work

dEKE/dt = BC + Pe + …

motion following Masina et al. (1999) for the TIWs and
Marchesiello et al. (2003) for the CCS eddies and are
evaluated with the result from the model:
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Here, the capital letters (U, V) denote the summer-
time (JAS) climatology, and the primes are the de-
viation from the mean. The BC term represents an
energy conversion process during baroclinic instability,
whereby mean available potential energy is converted
into EKE. The BT term represents the conversion of
the mean kinetic energy to EKE, which is typically
dominated by two processes: the horizontal and verti-
cal Reynolds stresses indicative of (equivalent) baro-
tropic instability and Kelvin–Helmholtz instability.
The P term is the work done by the wind on the ocean,
representing eddy–wind interactions. If positive, it
supplies wind energy to the ocean and increases the
EKE, thus serving as the wind work; if negative, it is
part of the dissipation of the EKE. Assuming the length
scale of the eddies to be the internal Rossby radius of
deformation L, the depth H to which the terms (4)–(6)
are to be averaged is determined byH5 fL/N; using f5
1024, L 5 104, and N 5 1022, a characteristic depth
scale of H 5 100m is obtained. Averaging over dif-
ferent depth ranges does not change the results con-
siderably due to the similarity of the vertical structure
in the EKE (Fig. 5).

Figure 7 shows the three energy conversion terms
from CTL. Strongest near the coast north of San Fran-
cisco, P is the dominant source term for EKE. BC is of
secondary importance over the shelf. The sum of the
effects of barotropic and Kelvin–Helmholtz instabilities
(BT) is small, perhaps because the model does not fully
resolve the small-scale shear of the currents (Brink 2016;
Brink and Seo 2016). Decomposition of P into the zonal
[Px 5 (1/r0)u

0t0x] and the meridional [Py 5 (1/r0)y
0t0y]

components suggests that, not surprisingly, most of the
EKE increase is via the positive correlation between y0

and ty
0; that is, the alongshore current anomalies are

generated as a response to the alongshore wind stress
anomalies.
The zonal component Px is weak but negative in the

upwelling zone, which acts to dissipate the EKE. The
negative correlation between u0 and tx

0 is explained by
the fact that the zonal current at the surface u0 is in part a
wind-driven Ekman response to southward ty

0 (Fig. 2);
that is, when ty

0 is negative (upwelling favorable), the
portion of u0 that is driven by the Ekman transport is
directed offshore. During typical upwelling conditions,
tx
0 is weakly eastward since the large-scale wind stress is
southeastward (Fig. 2). Thus, u0 and tx

0 should be in the
opposite direction during the upwelling conditions. This
is evidenced by the fact that negative Px is strong over
the upwelling zone south of Cape Blanco, where the
eastward component of the wind stress emerges in
the lee of capes and with the southeastward bend of the
coastline (Dorman and Kora!cin 2008). This implies that
the inclusion of the surface current effect reflects not
only the small-scale eddies (internal variability), but also
the linear wind-driven Ekman component that is char-
acteristic of summertime eastern boundary current sys-
tems. Therefore, some of the Ue effects discussed in this

FIG. 6. Monthly time series of the simulated surface EKE (cm2 s22) averaged over the up-
welling zone (328–458N, 1308–1208W; Fig. 4b).

FEBRUARY 2016 S EO ET AL . 449

e

Seo et al. (2016);



Current-wind coupling effects in the WBCs

Relative Wind Absolute WindAVISO climatology

Relative Wind Absolute WindAVISO climatology

• With the relative wind effect, the Gulf Stream and Agulhas Current are stabilized and eddy 
activity attenuated (30-40%).

Seo et al. (in prep)

Seo et al. (2021)



Role of Surface Waves



 Wave roughness length (z0) parameterization in COARE3.5 (Edson et al. 2013)

(Fairall et al. 1996). The algorithm was subsequently
modified and validated at higher winds in the vers-
ion known as COARE 3.0 (Fairall et al. 2003). The
COARE drag coefficient is parameterized as a func-
tion of atmospheric stability, gustiness, and surface
roughness as
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where z is the height above the surface; k is the von
K!arm!an constant, z0 is the aerodynamic roughness
length; cm is a dimensionless function that account for
the effects of atmospheric stratification; and G is the
gustiness parameter given by the ratio of the wind speed
Sr to vector-averaged wind Ur (Beljaars and Holtslag,
1991). The gustiness parameter attempts to account for
momentum, heat, and mass exchange at very low wind
speeds where the vector-averaged wind can vanish, but
the average wind speed is nonzero because of gustiness.
As a result, shear-driven turbulence produced by these
gusts can drive significant exchange in convective con-
ditions (Fairall et al. 1996).

The cm(z/L) function accounts for the departure of
the actual wind profile from its semilogarithmic form
due to stability. The stability correction that is related to
the integral of the dimensionless gradient
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and u*[ (2uw)1/2 is the velocity scaling parameter
known as the friction velocity. Determination of the
dimensionless shear, and flux–profile relationships in
general (e.g., Edson et al. 2004), requires fluxes and their
associated gradients.

a. Dimensionless shear

Flux–profile measurements were made during the
RASEX,MBL and CBLAST programs that utilized two
oversea towers and the R/P FLIP as shown in Fig. 4. The
setups used on the RASEX and CBLAST towers are

FIG. 1. (left) The 2.7-m foam-hull buoy and (right) ASIS platform used during the CLIMODE program to provide
DC estimates of the momentum and heat fluxes. The moored buoy was successfully deployed for 15 months in the
Gulf Stream, while the ASIS was deployed for 14 days.
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dimensionless shear, and flux–profile relationships in
general (e.g., Edson et al. 2004), requires fluxes and their
associated gradients.
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Flux–profile measurements were made during the
RASEX,MBL and CBLAST programs that utilized two
oversea towers and the R/P FLIP as shown in Fig. 4. The
setups used on the RASEX and CBLAST towers are
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DC estimates of the momentum and heat fluxes. The moored buoy was successfully deployed for 15 months in the
Gulf Stream, while the ASIS was deployed for 14 days.
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you are in the surface layer above wave influences (e.g.,
Edson and Fairall 1998; Edson et al. 2004).
As a result, marine meteorologists and physical

oceanographers often divide the boundary layer close to
the ocean surface into the surface layer where wind
shear and buoyancy–stratification govern the turbulent
flow (i.e., an MO layer) and a wave boundary layer
(WBL) where additional scaling parameters are re-
quired for similarity. The search for these scaling pa-
rameters, and hypotheses for their use, has been going
on for many years (e.g., Charnock 1955; Miles 1957; Hsu
1974; Plant 1982; Geernaert et al. 1986; Donelan 1990;
Donelan et al. 1993; Dobson et al. 1994; Hare et al. 1997;
Johnson et al. 1998; Bourassa et al. 1999; Drennan et al.
2005), but consensus remains elusive.
This study presents results from several field programs

that we specifically designed to investigate the inter-
action of turbulent flow over surface waves in themarine
surface layer. These investigations rely on a set of data
collected from the R/P FLIP and an offshore tower
during theMarine Boundary Layer (MBL; Hristov et al.
2003), Risø Air–Sea Experiment (RASEX; Mahrt et al.
1996), and Coupled Boundary Layers Air–Sea Transfer
at Low Winds (CBLAST-LOW; Edson et al. 2007) pro-
grams sponsored by the Office of Naval Research. The
study also takes advantage of a dataset collected the
National Science Foundation (NSF) sponsored Climate
Variability and Predictability (CLIVAR) Mode Water
Dynamic Experiment (CLIMODE; Marshall et al. 2009)
conducted over two winter seasons in the North Atlantic
about the northern wall of the Gulf Stream.
The inclusion of the measurements made during

CLIMODE allows an investigation of the transfer co-
efficients at high wind speeds. The CLIMODE momen-
tum fluxes used in this investigation are provided by
the direct covariance (DC) technique from two highly
instrumented platforms: a moored 2.7-m-diameter foam-
hull buoy and a driftingAir–Sea Interaction Spar (ASIS).
The ASIS package included a Direct Covariance Flux
Systems (DCFS) with a sonic anemometer, infrared hy-
grometer, and motion correction system that provides
estimates of the momentum, sensible heat, and latent
heat fluxes using theDCmethod. TheASISwas deployed
during the January 2006 and February 2007 field pro-
grams for 10 and 14 days, respectively. A low-power
version of the DCFS (without the infrared hygrometer)
was deployed for 15 months on the moored buoy, as de-
scribed byWeller et al. (2012) andBigorre et al. (2013). The
ASIS and buoy used in CLIMODE are shown in Fig. 1.
The combined MBL, RASEX, CBLAST, and

CLIMODE dataset covers a wide range of sea states and
wage ages. The wave-age parameter cp/U10N , where U10N

is the wind speed at 10m adjusted to neutral conditions,

and cp is the phase speed of the waves at the spectral
peak, is shown in Fig. 2 for the CLIMODE, CBLAST,
and MBL experiments. The value of cp/U10N for fully
developed or mature sea is 1.2 (Donelan 1990), that is,
when the phase speed and wind speed are roughly
equivalent. This value is shown by the red line in Fig. 2.
Wave ages for young (developing) seas are smaller while
those for old (decaying) seas associated with swell are
larger. The wide range of wave ages associated with the
CLIMODE data is consistent with high-latitude wave
climatologies for the open ocean. The CBLAST data are
representative of an often swell-dominated coastal re-
gime over a three month period, while the MBL data
characterize the passage of a single storm over the open
ocean. While the fully developed seas occurred most
frequently in the composite dataset, there is a significant
percentage of data in both young and old seas to in-
vestigate the air–sea exchange under awide range ofwind
speeds and wave ages.

2. Parameterizations of momentum exchange

The exchange of momentum between the atmosphere
and ocean is difficult to measure directly over the ocean.
Instead, oceanographers and meteorologists often rely
on bulk formulas that relate the fluxes to more easily
measured averaged wind speed, temperature, and hu-
midity. These averaged variables are related to the flux
through transfer coefficients. For example, based on the
dimensional arguments, the exchange of momentum at
the ocean surface is expected to scale as the wind speed
squared:

t52rauw ffi raCDU
2
r , (1)

where t is the momentum flux or surface stress; ra is the
density of air; rauw represents the flux computed using
the DC method, where u and w are the fluctuating
alongwind and vertical velocity components, respec-
tively, and the overbar denotes a time average; Ur is the
wind speed relative to water (i.e., the air–water velocity
difference); and CD is the transfer coefficient for mo-
mentum known as the drag coefficient. The importance
of using relative wind speed is discussed in the appendix.
The quadratic relationship between wind speed and
surface stress is evident in Fig. 3, which plots DC esti-
mates from the field programs against the relative wind
speed adjusted to 10-m.
A widely used parameterization of the drag coeffi-

cient is Coupled Ocean–Atmosphere Response Ex-
periment (COARE) algorithm developed during the
Tropical Ocean Global Atmosphere (TOGA) COARE
(Webster and Lucas 1992) for low to moderate winds

1590 JOURNAL OF PHYS ICAL OCEANOGRAPHY VOLUME 43

1. Wind Speed Dependent Formulation (WSDF)

• Assumption #1: Wind-wave equilibrium (wave 
age~1.2):
• Wind seas under high wind and swell under low 

wind.
• Assumption #2: Waves aligned with winds (θ=0)
• Violated near strong density fronts, shallow, fetch-

limited oceans, under rapidly translating cyclones.

has been successfully used to compute bulk fluxes over the
oceans for decades. A fit to the data between jz/Lj, 0:04
and the mean of the data between jz/Lj, 0:01 both pro-
vide a von K!arm!an constant of 0.40, which is the most
commonly assigned value in the literature.
There is more uncertainty in the dimensionless shear

under stable conditions, but the same can be said for
surface layers over land. The average data follow the
Businger–Dyer function out to z/L ; 0.5 but then in-
crease less rapidly. The COARE 3.0 algorithm relies
on the formulation presented by Beljaars and Holtslag
(1991) for stable conditions, which models the roll off
under highly stable conditions using several tunable
parameters. The values used in the COARE3.0 function
agree well with the bin-averaged data as shown in Fig. 5.
It should be noted that the data do not compare well
with the RASEX parameterization under stable condi-
tions reported by Vickers and Mahrt (1999). However,
this discrepancy is effectively removed by limiting the data
to wind directions that provide long fetch. This restriction
is believed to removemany of the complications that arise
because of surface-layer adjustment from land to sea over
short fetch as described in Mahrt et al. (1998, 2001).
The agreement between the individual datasets and

previously used parameterizations strongly suggests that
the use of flux–profile relationships based on MO simi-
larity is valid in the marine surface layer for cp/U10N less
than 2.5. However, there are small differences between
the COARE 3.0 algorithm and the data over all stability
conditions. For example, the bin-averaged values of the
dimensionless shear under unstable conditions are slightly
lower than COARE 3.0 in near-neutral conditions and
fall above and below the line for more convective condi-
tions. In fact, the average data fall between the COARE
3.0 algorithm and the parameterizations reported by
Vickers and Mahrt (1999) in near-neutral conditions.
This suggests that the data may still be influenced by

waves, which violates the assumptions made for MO
similarity. For example, upon close examination of the
individual datasets, the RASEX data taken over shallow
water with generally younger sea conditions fall slightly
below the CBLAST and FLIP taken under moremature
sea conditions. However, these differences are subtle,
and an investigation on the impact of surface waves on
shear production is ongoing. Therefore, for the remainder
of this investigation, it is assumed that the measurements
are generally made above the WBL (i.e., for z $ 4m)
and that MO similarity is valid. Stability corrections are
made using the COARE 3.0 algorithm.

b. Neutral drag coefficient

The results from section 2a suggest that our mea-
surements are above the WBL. However, this does not

mean that surface waves do not strongly impact mo-
mentum exchange over the ocean. In fact, once the sea
becomes fully rough, the waves are expected to have
a first-order impact onmomentum exchange as roughness
elements. As such, waves strongly impact the lower
boundary condition of the wind profile (i.e., the roughness
length) even if they do not strongly impact the shape of the
wind profile. In this study, the role of surface waves in
momentum exchange through surface roughness is in-
vestigated using the neutral drag coefficient defined as
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where the subscript N denotes neutral atmospheric
stratification. The DC measurements of the momentum
flux are combined with stability-corrected wind speeds
to directly compute the neutral drag coefficient. These
measurements can then be used to develop parameter-
ization of the flux in terms of the surface roughness as
done in this investigation.
The COARE algorithm parameterizes the surface

roughness by separating it into two terms

z05 zsmooth
0 1 zrough0 , (6)

where zsmooth
0 accounts for ‘‘roughness’’ of the ocean

when it is aerodynamically smooth and the surface stress
is supported by viscous shear. The second term zrough0

accounts for the actual roughness elements driven by the
wind stress in the form of surface gravity waves (e.g., Liu
et al. 1979; Smith 1988; Fairall et al. 1996). The smooth-
flow component of the total roughness is often param-
eterized in terms of the roughness Reynolds number
(i.e., the ratio of the inertial to viscous forces), which
results in

zsmooth
0 5g

n

u*
, (7)

where n is the kinematic viscosity, and g is the roughness
Reynolds number for smooth flow, which has been de-
termined to be 0.11 from laboratory experiments. The
rough-flow component is often parameterized using the
scaling proposed by Charnock (1955):

zrough0 5a
u2*
g
, (8)

where a is Charnock coefficient, and g is the gravita-
tional acceleration. The Charnock coefficient is the
normalized roughness and takes the dimensionless form
of an inverse Froude number as it represents the ratio of
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Charnock coefficient

the gravitational restoring force to the inertial forces
(i.e., the wind stress) generating the roughness elements.
As such, this parameterization represents the roughness
of the wind waves, which support a significant fraction
of the surface stress as the surface transitions to fully
rough.
The combination of the viscous and wave-induced

stresses is often used to define the total surface stress:

t5 tn 1 tw , (9)

where tv and tw are the viscous and wave-induced
components, respectively. The viscous stress supports
most of the momentum exchange at wind speeds below
3ms21. The surface waves support most of the surface
stress via form drag (normal stress) once the sea be-
comes fully rough, which occurs for wind speeds above
approximately 7.5m s21 (Donelan 1990). Between
these two extremes lies a transitional regime (Kraus
and Businger 1994) where the surface waves support
a substantial fraction of the stress (Banner and Peirson
1998). It should be noted, however, that while these
stress components are additive, the drag coefficients
defined by the individual roughness components are
not, that is,
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Therefore, the individual roughness lengths cannot be
used to directly estimate the stress components. Instead,
the COARE algorithm uses these parameterizations to
estimate the total roughness

z0 5 g
n

u*
1a

u2*
g
, (11)

which is then used to compute the drag coefficient and
the total stress using (1) and (2) as described by Fairall
et al. (2003).
The investigation will focus on the parameterization

of the rough-flow component through the Charnock
coefficient. This coefficient was originally referred to as
the Charnock constant but is now known to vary as
a function of, for example, wind speed, wave age, and
sea state. The behavior of the Charnock coefficient as a
function of wind speed is investigated in section 2c. This
is followed by investigations of the wage-age and sea-
state dependence of the Charnock coefficient in sections

2d and 2e; where wave age quantifies the stage of wave
development, while sea state characterizes the current
conditions in term of, for example, wave height, wave
period, and wave steepness. The investigation then
provides a means to reconcile the wind speed– and wave
age–dependent formulation over the open ocean in
section 3, and discusses their behavior at high and low
winds in sections 3a and 3b. The investigation concludes
with a summary that includes a comparison of the DC
momentum fluxes versus the parameterizations devel-
oped in this study in section 3c.

c. Wind speed–dependent formulation

In the COARE 3.0 algorithm (Fairall et al. 2003), the
roughness length due to zrough0 is parameterized using
a wind speed–dependent formulation:

a5
gzrough0

u2*
5 f1(U10N) , (12)

where a is a function of wind speed, andU10N is the wind
speed at 10m under neutral conditions. Direct estimates
of the stability-corrected (neutral) drag coefficient are
shown in Fig. 6 along with the COARE 3.0 parameter-
ization, which blends the smooth- and rough-flow pa-
rameterization given by (11). The combination of the
smooth-flow parameterization that increases with de-
creasing wind and a rough-flow parameterization that
increases with increasing wind results in a minimum in
the total roughness. Kraus and Businger (1994) predict
that the roughness length and thereby the drag co-
efficient are expected to have aminimum for u* between
0.07 and 0.11m s21, which corresponds to a wind speed
between 2 and 3m s21. There is clear evidence for this
minimum in Fig. 6.
The neutral drag coefficients are in good agreement

with COARE 3.0 over moderate wind conditions.
However, there are differences at the lowest and highest
wind speeds where COARE 3.0 over- and underestimates
the drag, respectively. Therefore, the combined dataset is
used to refine the dependence of the Charnock coefficient
as a function of wind speed. This is accomplished through
the following steps.

1) Individual estimates of the neutral drag coefficients
at 10m are computed from measurements following
(5) as shown by the upper panel of Fig. 6.

2) The measured CD10N are then averaged into 1m s21

bins of U10N as shown by the middle panel of
Fig. 6.

3) Likewise, the measurements of uw are separately bin
averaged according to U10N to reduce some of the
self correlation between these variables.
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2. Wave-Based Formulation (WBF)

• Still assumes θ=0.
• WBF often DOES NOT yield better fluxes. 
• Does that mean waves aren’t important?
• No, parameterizations are imperfect.

COARE3.5 WSDF  (black dots) :     

(1) - COARE3.5 WBF

(2) – Porchetta et al. 2019,2020

(3) – My test.. mix (1) and (2)
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has been successfully used to compute bulk fluxes over the
oceans for decades. A fit to the data between jz/Lj, 0:04
and the mean of the data between jz/Lj, 0:01 both pro-
vide a von K!arm!an constant of 0.40, which is the most
commonly assigned value in the literature.
There is more uncertainty in the dimensionless shear

under stable conditions, but the same can be said for
surface layers over land. The average data follow the
Businger–Dyer function out to z/L ; 0.5 but then in-
crease less rapidly. The COARE 3.0 algorithm relies
on the formulation presented by Beljaars and Holtslag
(1991) for stable conditions, which models the roll off
under highly stable conditions using several tunable
parameters. The values used in the COARE3.0 function
agree well with the bin-averaged data as shown in Fig. 5.
It should be noted that the data do not compare well
with the RASEX parameterization under stable condi-
tions reported by Vickers and Mahrt (1999). However,
this discrepancy is effectively removed by limiting the data
to wind directions that provide long fetch. This restriction
is believed to removemany of the complications that arise
because of surface-layer adjustment from land to sea over
short fetch as described in Mahrt et al. (1998, 2001).
The agreement between the individual datasets and

previously used parameterizations strongly suggests that
the use of flux–profile relationships based on MO simi-
larity is valid in the marine surface layer for cp/U10N less
than 2.5. However, there are small differences between
the COARE 3.0 algorithm and the data over all stability
conditions. For example, the bin-averaged values of the
dimensionless shear under unstable conditions are slightly
lower than COARE 3.0 in near-neutral conditions and
fall above and below the line for more convective condi-
tions. In fact, the average data fall between the COARE
3.0 algorithm and the parameterizations reported by
Vickers and Mahrt (1999) in near-neutral conditions.
This suggests that the data may still be influenced by

waves, which violates the assumptions made for MO
similarity. For example, upon close examination of the
individual datasets, the RASEX data taken over shallow
water with generally younger sea conditions fall slightly
below the CBLAST and FLIP taken under moremature
sea conditions. However, these differences are subtle,
and an investigation on the impact of surface waves on
shear production is ongoing. Therefore, for the remainder
of this investigation, it is assumed that the measurements
are generally made above the WBL (i.e., for z $ 4m)
and that MO similarity is valid. Stability corrections are
made using the COARE 3.0 algorithm.

b. Neutral drag coefficient

The results from section 2a suggest that our mea-
surements are above the WBL. However, this does not

mean that surface waves do not strongly impact mo-
mentum exchange over the ocean. In fact, once the sea
becomes fully rough, the waves are expected to have
a first-order impact onmomentum exchange as roughness
elements. As such, waves strongly impact the lower
boundary condition of the wind profile (i.e., the roughness
length) even if they do not strongly impact the shape of the
wind profile. In this study, the role of surface waves in
momentum exchange through surface roughness is in-
vestigated using the neutral drag coefficient defined as
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where the subscript N denotes neutral atmospheric
stratification. The DC measurements of the momentum
flux are combined with stability-corrected wind speeds
to directly compute the neutral drag coefficient. These
measurements can then be used to develop parameter-
ization of the flux in terms of the surface roughness as
done in this investigation.
The COARE algorithm parameterizes the surface

roughness by separating it into two terms

z05 zsmooth
0 1 zrough0 , (6)

where zsmooth
0 accounts for ‘‘roughness’’ of the ocean

when it is aerodynamically smooth and the surface stress
is supported by viscous shear. The second term zrough0

accounts for the actual roughness elements driven by the
wind stress in the form of surface gravity waves (e.g., Liu
et al. 1979; Smith 1988; Fairall et al. 1996). The smooth-
flow component of the total roughness is often param-
eterized in terms of the roughness Reynolds number
(i.e., the ratio of the inertial to viscous forces), which
results in

zsmooth
0 5g

n

u*
, (7)

where n is the kinematic viscosity, and g is the roughness
Reynolds number for smooth flow, which has been de-
termined to be 0.11 from laboratory experiments. The
rough-flow component is often parameterized using the
scaling proposed by Charnock (1955):

zrough0 5a
u2*
g
, (8)

where a is Charnock coefficient, and g is the gravita-
tional acceleration. The Charnock coefficient is the
normalized roughness and takes the dimensionless form
of an inverse Froude number as it represents the ratio of
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Tp: wave period at the 
spectral peak

inverse wave age

" = ρa CD (W − U)2

has been successfully used to compute bulk fluxes over the
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and the mean of the data between jz/Lj, 0:01 both pro-
vide a von K!arm!an constant of 0.40, which is the most
commonly assigned value in the literature.
There is more uncertainty in the dimensionless shear
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surface layers over land. The average data follow the
Businger–Dyer function out to z/L ; 0.5 but then in-
crease less rapidly. The COARE 3.0 algorithm relies
on the formulation presented by Beljaars and Holtslag
(1991) for stable conditions, which models the roll off
under highly stable conditions using several tunable
parameters. The values used in the COARE3.0 function
agree well with the bin-averaged data as shown in Fig. 5.
It should be noted that the data do not compare well
with the RASEX parameterization under stable condi-
tions reported by Vickers and Mahrt (1999). However,
this discrepancy is effectively removed by limiting the data
to wind directions that provide long fetch. This restriction
is believed to removemany of the complications that arise
because of surface-layer adjustment from land to sea over
short fetch as described in Mahrt et al. (1998, 2001).
The agreement between the individual datasets and

previously used parameterizations strongly suggests that
the use of flux–profile relationships based on MO simi-
larity is valid in the marine surface layer for cp/U10N less
than 2.5. However, there are small differences between
the COARE 3.0 algorithm and the data over all stability
conditions. For example, the bin-averaged values of the
dimensionless shear under unstable conditions are slightly
lower than COARE 3.0 in near-neutral conditions and
fall above and below the line for more convective condi-
tions. In fact, the average data fall between the COARE
3.0 algorithm and the parameterizations reported by
Vickers and Mahrt (1999) in near-neutral conditions.
This suggests that the data may still be influenced by

waves, which violates the assumptions made for MO
similarity. For example, upon close examination of the
individual datasets, the RASEX data taken over shallow
water with generally younger sea conditions fall slightly
below the CBLAST and FLIP taken under moremature
sea conditions. However, these differences are subtle,
and an investigation on the impact of surface waves on
shear production is ongoing. Therefore, for the remainder
of this investigation, it is assumed that the measurements
are generally made above the WBL (i.e., for z $ 4m)
and that MO similarity is valid. Stability corrections are
made using the COARE 3.0 algorithm.

b. Neutral drag coefficient

The results from section 2a suggest that our mea-
surements are above the WBL. However, this does not

mean that surface waves do not strongly impact mo-
mentum exchange over the ocean. In fact, once the sea
becomes fully rough, the waves are expected to have
a first-order impact onmomentum exchange as roughness
elements. As such, waves strongly impact the lower
boundary condition of the wind profile (i.e., the roughness
length) even if they do not strongly impact the shape of the
wind profile. In this study, the role of surface waves in
momentum exchange through surface roughness is in-
vestigated using the neutral drag coefficient defined as
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where the subscript N denotes neutral atmospheric
stratification. The DC measurements of the momentum
flux are combined with stability-corrected wind speeds
to directly compute the neutral drag coefficient. These
measurements can then be used to develop parameter-
ization of the flux in terms of the surface roughness as
done in this investigation.
The COARE algorithm parameterizes the surface

roughness by separating it into two terms

z05 zsmooth
0 1 zrough0 , (6)

where zsmooth
0 accounts for ‘‘roughness’’ of the ocean

when it is aerodynamically smooth and the surface stress
is supported by viscous shear. The second term zrough0

accounts for the actual roughness elements driven by the
wind stress in the form of surface gravity waves (e.g., Liu
et al. 1979; Smith 1988; Fairall et al. 1996). The smooth-
flow component of the total roughness is often param-
eterized in terms of the roughness Reynolds number
(i.e., the ratio of the inertial to viscous forces), which
results in
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where n is the kinematic viscosity, and g is the roughness
Reynolds number for smooth flow, which has been de-
termined to be 0.11 from laboratory experiments. The
rough-flow component is often parameterized using the
scaling proposed by Charnock (1955):

zrough0 5a
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where a is Charnock coefficient, and g is the gravita-
tional acceleration. The Charnock coefficient is the
normalized roughness and takes the dimensionless form
of an inverse Froude number as it represents the ratio of
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Parameterizing surface wave impacts on wind stress



Ocean-WAVE-atmosphere coupled modeling
for wave-wind and wave-current interactions: 

Cp (Cm), 
Hs, & dir

U10

Lowest-level bulk 
meteorology

SCOAR WRF-ROMS-WW3 
Regional Coupled Modeling System

https://hseo.whoi.edu/scoar https://github.com/hyodae-seo/SCOAR

!, QLH, QSH

!, QNET, QFW

Usfc

FOA, Hs

Weather Research and Forecasting (WRF)

WRF Planetary Boundary Layer:  
MYNN, YSU, ACM, etc

WRF Surface-Layer:  
COARE 3.5 z0 formulation 

(Edson et al. 2013)

WaveWatch III 
(WW3)

Regional Ocean 
Modeling System 

(ROMS)

SST, Usfc

Experiments Coupling z0 in COARE3.5

WSDF WRF-ROMS wind speed only

WBF WRF-ROMS-WW3 
with default WBF wave-based (Tp, Hs)

WBF_θ
WRF-ROMS-WW3 
with modified WBF

vector wave stress (θ≠0)

WBF_Tm with Tm instead of Tp

• COARE3.5 WBF as the cornerstone of the OAW coupling
• Goal to improve WBF over a range of wind/wave regimes
• Wave-coupling procedure is documented in Sauvage et al. 

(Submitted to JGR Oceans)

• 10 km resolutions with matching grids. All runs include tides, current-
wind and SST-wind interactions, and breaking wave induced vertical 
mixing.

https://hseo.whoi.edu/scoar-model

https://hseo.whoi.edu/scoar
https://github.com/hyodae-seo/SCOAR


Snapshots 36 hours after the initial 
condition (12Z Dec 2 2018)
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z0 and " responses to inclusion of waves and sea state in COARE3.5

old seas
wave age

• WBF (with wave 
age)
• WSDF

z0, Dec 1-5, 2018

z0
 (m
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WBF z0 is 
16% higher

WBF z0 is 18% 
lower

surface neutral wind speed (U10N)

young 
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mixed seas & 
swell Wind speeds (W10)

2018/12-2019/01

wave agewind stress ("): measured vs. WSDF vs. WBF

U10N

OOI
WSDF

OOI Pioneer Array
ASIT

Woods Hole

MVCO

INMARTECH 2014

Coastal surface moorings are large and heavy compared to 
mooring types often deployed from UNOLS vessels

U-joint

near-surface 
instrument 

frame

U-joint

HIB module (connects 
hoses, offsets negative 

buoyancy)

Pioneer central mooring at WHOI, Fall 2013

• Buoy Air Weight: 4125 kg (9100 lbs)

• Height: from bottom of buoy frame to top of 
instrument halo: approx. 6.15 m (20’)

11

• WSDF underestimates stress over young seas, but shows 
a good agreement with the measurements in high winds.
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• WBF alleviates the low-stress bias over young seas
• But it underestimates the stress in mixed sea conditions

z0 and " responses to inclusion of waves and sea state in COARE3.5
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INMARTECH 2014

Coastal surface moorings are large and heavy compared to 
mooring types often deployed from UNOLS vessels

U-joint

near-surface 
instrument 

frame

U-joint

HIB module (connects 
hoses, offsets negative 

buoyancy)

Pioneer central mooring at WHOI, Fall 2013

• Buoy Air Weight: 4125 kg (9100 lbs)

• Height: from bottom of buoy frame to top of 
instrument halo: approx. 6.15 m (20’)

11



Re-engineering the wave-based formulation in bulk flux algorithm

Edson et al. (2013) COARE3.5

COARE3.5 WSDF  (black dots) :     

(1) - COARE3.5 WBF

(2) – Porchetta et al. 2019,2020

(3) – My test.. mix (1) and (2)
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has been successfully used to compute bulk fluxes over the
oceans for decades. A fit to the data between jz/Lj, 0:04
and the mean of the data between jz/Lj, 0:01 both pro-
vide a von K!arm!an constant of 0.40, which is the most
commonly assigned value in the literature.
There is more uncertainty in the dimensionless shear

under stable conditions, but the same can be said for
surface layers over land. The average data follow the
Businger–Dyer function out to z/L ; 0.5 but then in-
crease less rapidly. The COARE 3.0 algorithm relies
on the formulation presented by Beljaars and Holtslag
(1991) for stable conditions, which models the roll off
under highly stable conditions using several tunable
parameters. The values used in the COARE3.0 function
agree well with the bin-averaged data as shown in Fig. 5.
It should be noted that the data do not compare well
with the RASEX parameterization under stable condi-
tions reported by Vickers and Mahrt (1999). However,
this discrepancy is effectively removed by limiting the data
to wind directions that provide long fetch. This restriction
is believed to removemany of the complications that arise
because of surface-layer adjustment from land to sea over
short fetch as described in Mahrt et al. (1998, 2001).
The agreement between the individual datasets and

previously used parameterizations strongly suggests that
the use of flux–profile relationships based on MO simi-
larity is valid in the marine surface layer for cp/U10N less
than 2.5. However, there are small differences between
the COARE 3.0 algorithm and the data over all stability
conditions. For example, the bin-averaged values of the
dimensionless shear under unstable conditions are slightly
lower than COARE 3.0 in near-neutral conditions and
fall above and below the line for more convective condi-
tions. In fact, the average data fall between the COARE
3.0 algorithm and the parameterizations reported by
Vickers and Mahrt (1999) in near-neutral conditions.
This suggests that the data may still be influenced by

waves, which violates the assumptions made for MO
similarity. For example, upon close examination of the
individual datasets, the RASEX data taken over shallow
water with generally younger sea conditions fall slightly
below the CBLAST and FLIP taken under moremature
sea conditions. However, these differences are subtle,
and an investigation on the impact of surface waves on
shear production is ongoing. Therefore, for the remainder
of this investigation, it is assumed that the measurements
are generally made above the WBL (i.e., for z $ 4m)
and that MO similarity is valid. Stability corrections are
made using the COARE 3.0 algorithm.

b. Neutral drag coefficient

The results from section 2a suggest that our mea-
surements are above the WBL. However, this does not

mean that surface waves do not strongly impact mo-
mentum exchange over the ocean. In fact, once the sea
becomes fully rough, the waves are expected to have
a first-order impact onmomentum exchange as roughness
elements. As such, waves strongly impact the lower
boundary condition of the wind profile (i.e., the roughness
length) even if they do not strongly impact the shape of the
wind profile. In this study, the role of surface waves in
momentum exchange through surface roughness is in-
vestigated using the neutral drag coefficient defined as
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where the subscript N denotes neutral atmospheric
stratification. The DC measurements of the momentum
flux are combined with stability-corrected wind speeds
to directly compute the neutral drag coefficient. These
measurements can then be used to develop parameter-
ization of the flux in terms of the surface roughness as
done in this investigation.
The COARE algorithm parameterizes the surface

roughness by separating it into two terms

z05 zsmooth
0 1 zrough0 , (6)

where zsmooth
0 accounts for ‘‘roughness’’ of the ocean

when it is aerodynamically smooth and the surface stress
is supported by viscous shear. The second term zrough0

accounts for the actual roughness elements driven by the
wind stress in the form of surface gravity waves (e.g., Liu
et al. 1979; Smith 1988; Fairall et al. 1996). The smooth-
flow component of the total roughness is often param-
eterized in terms of the roughness Reynolds number
(i.e., the ratio of the inertial to viscous forces), which
results in

zsmooth
0 5g

n

u*
, (7)

where n is the kinematic viscosity, and g is the roughness
Reynolds number for smooth flow, which has been de-
termined to be 0.11 from laboratory experiments. The
rough-flow component is often parameterized using the
scaling proposed by Charnock (1955):

zrough0 5a
u2*
g
, (8)

where a is Charnock coefficient, and g is the gravita-
tional acceleration. The Charnock coefficient is the
normalized roughness and takes the dimensionless form
of an inverse Froude number as it represents the ratio of
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wave age

OOI
WSDF
WBF (with θ=0) 

U10N

Waves are not aligned (θ≠0) with local 
winds in mixed seas:

wave direction

wind direction increased surface drag

OOI
WBF (with θ≠0)

θ

  

To get the direct impact of waves on stress and wind without too much of other feedback

- one short simulation starting January 8 00h and looking at 6h
(2 coupling time step after initial conditions)

- on simulation introducing the angle wind-wave

Tau (N/m2)

zrough=Hs⋅0.09⋅cos(0.45θ)⋅(
u

*

Cp

)
2⋅cos (−0.32θ)

WSDF
WBF

WSDF
WBF

Roughness z0 (mm)

Swell strongly misaligned 

Tau (N/m2)

WSDF
WBF_theta

WSDF
WBF_theta

Roughness z0 (mm)

Including the angle wind-wave 
Allow to increase the roughness
And stress in case of strong
misalignement

Theta (deg)

0

180

Sauvage, Seo, Edson et al. (submitted)

U10N

• The next-generation COARE (v4.0) will continue to assume θ=0.
• Our model provides various revised formulations to represent the wave effects. Sauvage et al. (in prep)



Wave-current interaction

Δz0 ΔCD Δ"
up to 10% up to 10% ~1%

WRF-ROMS-WW3 simulations with and without surface 
current effects on waves

wind stress surface current

Hs with currentHs without current
→: wave 
direction

→: wave 
direction

→: wind 
stress

→: 
current

The spatial variability in ocean currents affects the wave properties and thus air-sea flux (Ardhuin et al. 2017)
Even the most advanced bulk formula do not take into account this effect.

current direction

wave direction
increased Hs & z0



Synthesis and discussion

surface wave

ocean

PBL

Troposphere

wave-wind 
interaction

wave-current
interaction

ocean forcing of 
baroclinicity and diabatic 

heating

atmospheric 
stochastic 
variability

SST-heat flux 
&

current-wind 
interactions

downstream 
circulation

• Mesoscale air-sea interaction is important for simulations of ocean 
circulation, boundary layer dynamics, and high-impact weather events.

-  Challenges for developing observational strategies and improving 
model physics.

- In-situ measurements of PBL, air-sea flux, and sea states are 
extremely sparse.

- Bulk formula is imperfect. Need distributed arrays of DCF systems, 
bulk met. sensors, sea-state, and PBL.

• High-resolution models are leading the ocean-weather-climate research
- Air-sea fluxes and MABL processes are not well validated.
- Some coupled effects of ocean eddy (on EPE/EKE) are not 
parameterized.

- Regional modeling can guide effective sampling strategies and refine 
the physics.

• Strong interests exist in coordinated air-sea interaction observations
-  A critical gap remains in remote sensing capability to provide 
accurate global estimates of turbulent heat/moisture fluxes at high-
resolution (10-25 km)

O-W-A coupling across scales


