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WHOI is the World’s largest private ocean research institution 
• Studying the ocean and related earth systems since 1930 
• Major discoveries and advances in ocean science, marine 

technology and engineering 
• 475 scientific and technical staff 
• $200+ million annual research budget;  

~800 active projects 

• Fleet of nearly 100 vehicles, including three 
large ships, dozens of robotic and remotely 
operated submersibles, and the iconic human-
occupied submersible Alvin 

• 50+ years of world-class Ph.D. program with 
MIT; highly regarded post-doctoral program



Diversified Funding Sources

Traditional 
• NSF 
• ONR 
• NOAA 

Government 
Funding

• Sponsored Research 
• IP Revenues 
• OCIA

Industry 
Funding

• Private Individuals 
• Foundations 
• Endowment

Private 
Funding

WHOI  
ResearchOther 

• NASA 
• NIH 
• Dept of Energy 
• Dept of Interior 
• DARPA 
• Foreign 
Governments



Developing a $300M horizontal offshore laboratory
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Wind Forecast Improvement Project-3

Goals: 

Improve understanding of mesoscale and smaller meteorological 
and oceanographic processes that affect the wind resource. 

Improve understanding of the atmospheric and oceanic boundary 
layers and their interactions through the wave-mediated surface

Evaluate fully coupled wave, wind, and ocean models, and 
improved model parameterizations of small-scale processes, and 
industry-specific applications.

WHOI (lead) UC Boulder, NCAR, UT Dallas, Tufts, DNV, 4 DOE labs, 3 NOAA labs, & user advisory board

Wind Forecast Improvement Project-3

Offshore Wind requires accurate characterization of the 
resource and realistic, high resolution energy forecasts on 
time scales of minutes.

https://www2.whoi.edu/site/wfip3/

https://www2.whoi.edu/site/wfip3/


WFIP3: Focus Area

Goals: 

Composition:

(BOEM, 2021)
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WFIP3 focus: The New England Shelf including MA/RI wind energy lease areas 

As of January 2023, 
there are 6 offshore 

buoys measuring publicly 
available winds. 

MA/RI Lease Areas

Strong spatial gradients in ocean properties and 
dynamics
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WFIP3: Field Deployment Plan (2024)WFIP3 Field Deployment Plan (2024)

purpose deployed large barge

WHOI’s Air-Sea Interaction Tower (ASIT)
DOE lidar buoy



Industry product goals: 

• Quantify which modeling developments (coupled modeling, 
improved PBL, improved surface layer, etc.) yield the 
largest impact on reducing the LCOE for offshore wind in 
the U.S. 

• Use observational and modeling results to hone resource 
characterization efforts

• Industry application development and testing.

Observations → Modeling Improvements → Industry Products

WFIP-3 Project Elements: ProductsWFIP3 Modeling Elements

Modeling goals: 

• Improve the planetary boundary layer (PBL) and 
surface-layer parameterizations used in mesoscale 
WRF and WRF-LES.

• Incorporate ocean dynamics via a fully coupled 
atmospheric/wave/ocean modeling system. 

• Coupled mesoscale-microscale simulations, wind 
plant parameterizations, etc.

https://www2.whoi.edu/site/wfip3/

https://www2.whoi.edu/site/wfip3/


Ocean mesoscale air-sea-wave interactions
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FIG. 1. The patterns of wintertime (Dec–Mar), anomalous SST, ocean–atmosphere turbulent heat flux (latent plus sensible), and surface
wind vectors, associated (via linear regression) with the leading PC of SST variability in the (a), (c) North Atlantic and (b), (d) North Pacific.
(a), (b) The observations from 1949 to 1999 (data from NCEP–NCAR reanalysis). (c), (d) The mean of a 10-member ensemble GCM
integrations forced with global, time-varying SST anomalies from 1950 to 1999 (ECHAM3.5 GCM data provided by L. Goddard). Heat
fluxes are in W m22 with positive (negative) values in solid (dashed) contours every 3 W m22. The zero contour is bold. Arrows depict the
wind vectors in m s21 with scales as shown in panels. The SST anomaly values (C8) are denoted in colors according to scale (note that scale
is kept at the 20.58–0.58C range for overall clarity, however, values in eastern equatorial Pacific extend up to 1.28C).

varying SST anomalies [AMIP (Atmospheric Model In-
tercomparison Project) type experiments]. Finally, in
section 5, we discuss the recent extension of the inves-
tigation to the realm of coupled model experiments.
Conclusions follow in section 6.

2. The observed pattern of extratropical
atmosphere–ocean anomalies

a. Fundamental properties of extratropical SST
anomalies

As described in F85, The salient features of observed
extratropical SST anomalies and their associated at-
mospheric patterns are as follows:

• Extratropical SST anomalies have large, basin-size,
scales. While small-scale perturbations in SST (as-

sociated with mesoscale ocean eddies) are visible in
high-resolution data, there is a distinct large-scale sig-
nature in midlatitude SST variability that is similar to
the scale of atmospheric low-frequency variability
(Namias and Cayan 1981; Wallace and Jiang 1987;
and Figs. 1a,b).

• SST anomalies are the surface expression of changes
in the heat content of a well-mixed upper-ocean layer
that represents a large thermal reservoir. This property
grants SST anomalies large persistence compared to
atmospheric anomalies. The e-folding timescale of
midlatitude SST anomalies is typically 3–5 months
(Barnett 1981; Frankignoul and Reynolds 1983).

• Over most of the World Ocean, monthly and seasonal
extratropical SST anomalies are well correlated with
the overlying surface air temperature anomalies (F85,
see section 2.3).
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North Atlantic Oscillation

Wind-driven SST variability

Pacific Decadal Oscillation

Kushnir et al. 2002. JCLI



Daily correlation between wind speed and SST

2000-2009 daily 
QuikSCAT WS
NOAA-OI SST

Higher (lower) wind speed ➔ colder (warmer) SST 
Negative correlation: Oceanic response to the atmosphere

95% significance level



overwash of a WCR by the surrounding slope water, as the
ring sinks into the ambient slope water due to cooling of the
ring. They acknowledged that slope-water overwash of the ring
would be uniform in the azimuthal direction and their theory
does not explain the observed warm spiral streamers.

Chapman and Nof (1988) argued that spiral streamers
could result from three different mechanisms: (i) temperature
gradients in the overwashing surface water, (ii) fronts in the
underlying ring water interacting with rotary motion of the
overwashing water, and (iii) instability in the buoyant surface

FIG. 1. Representative images of satellite-measured sea surface temperature showing warm spiral streamers over
Gulf Stream warm-core rings at selected times. The gray lines are isobath contours. The white areas are
cloud cover.
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The ocean is filled with energetic eddies and fronts
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Daily correlation between high-pass filtered wind speeds and SSTs 

Oceanic forcing of the atmosphere on frontal and mesoscales.

2000-2009 daily 
QuikSCAT WS
NOAA-OI SST Seo 2017 JCLI

100 km zonal highpass filter 

95% significance level



MABL stratification and turbulent mixing

PBL ~1-2km
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• 1-D turbulent boundary layer process
• A shallow and rapid adjustment (~hrs) 

FIG. 2. (a) Winter (DJF) climatology of QuikSCAT high-wind frequency (color 
in %), and AVHRR SST (white contours at an interval of 2°C). Topography 
higher than 500-, 1000-, and 1500-m altitudes is shaded with gray, green, 
and black, respectively. (b) Winter climatology of scalar wind speed (color in 
m s–1), wind velocity (arrows), and the SST – SAT difference (black contours 
at an interval of 1°C) based on iCOADS.
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illustrate the strong effect of ocean currents via their 
role in maintaining sharp SST fronts.

Given the large-scale (a few thousand kilometers) 
nature of extratropical storms, it is surprising that 
the narrow Gulf Stream front imprints so strongly 
on the high-wind occurrence. The SST modula-
tion of vertical mixing (Sweet et al. 1981; Wallace 
et al. 1989) is a plausible mechanism to explain the 
strong correlation between the SST and high-wind 
occurrence. Near an SST front, surface air tempera-
ture (SAT) is in disequilibrium with SST because of 
the larger-scale atmospheric adjustment. This results 
in an unstable atmosphere on the warmer flank of the 
front with strong turbulent mixing that brings down 
stronger winds from aloft, 
accelerating the surface 
wind. Positive SST–wind 
speed correlations sugges-
tive of this mechanism have 
been observed near major 
oceanic fronts in both the 
Tropics (Hayes et al. 1989; 
Liu et al. 2000; Chelton 
et a l. 2001; Hashizume 
et al. 2001) and the extra-
tropics (Jury and Walker 
1988; Park and Cornillon 
2002 ; Nonaka and Xie 
2003; O’Neill et al. 2003; 
Tokinaga et al. 2005).

Spatial variability in 
the surface atmospheric 
s tabi l i t y  i s  consis tent 
with this vertical mixing 
hy pot hesis .  Fig u re 2b 
shows the SST – SAT dif-
ference calculated from 
iCOADS ship obser va-
tions. During winter, the 
atmosphere is generally 
unstable, showing a posi-
tive SST – SAT difference. 
This atmospheric instabil-
ity parameter increases 
off the east coast of North 
America because of advec-
tion of cold continental 
air. In the western North 
Atlantic, a ribbon of high 
atmospheric instability 
(SST – SAT > 3°C) is ob-
served on the warmer flank 
of the SST front, following 

the meandering Gulf Stream. The atmosphere be-
comes less unstable over the cold waters between 
the North American coast and the Gulf Stream and 
is nearly stable (SST – SAT < 1°C) at the Labrador 
Current retroflection southeast of Newfoundland, 
where high winds are infrequent (<2%). The atmo-
spheric instability is strongly correlated with the 
high-wind occurrence. Similar correlation is found 
between the mean scalar wind speed and atmospheric 
instability (Fig. 2b).

The mean scalar wind speed and high-wind occur-
rence are highly correlated (in a nonlinear manner), 
as illustrated in Fig. 3a. Figure 3b shows a typical 
histogram of wind speed, which is skewed with a long 

Sampe and Xie (2007)

Imprints of warm SST in high wind frequency

Wallace et al. (1998)

High-wind occurrence climatology

O(10-100)km
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The growth rate of the extratropical cyclones 
scales with low-level baroclinicity

Atmospheric baroclinicity is maintained by the 
large-scale oceanic fronts near the WBCs

m/s K

<vʹTʹ> 850 hPa

Climatological impacts of SST fronts on extratropical storm tracks



Synoptic-scale air-sea interactions: atmospheric fronts over SST fronts

WC

wc

Seo et al. 2023

Parfitt et al. (2016)
Parfitt and Seo (2018)

Length scale: atmospheric fronts ≈ ocean fronts (10-100 km)

that meanders with the GS front
along the extent of the coast. All
atmospheric cold fronts propagating
off the continent across this region
will therefore experience a stronger
dampening in the Low-res samples
than in the High-res period. As
these storms travel on the order of
10m s!1 [Neu et al., 2013], any
thermal frontal air-sea interaction on
a time scale of up to 1 day can poten-
tially translate into a difference of up
to roughly 10°. The slightly shifted
spatial location and slightly broader
region of cold frontal frequency
decrease between 38° and 50°N
shown in Figure 2d is thus not
unexpected. This shifted spatial
relationship is shown explicitly in
the supporting information Figure S5.
A corresponding shifted spatial
relationship between weaker dam-
pening and increased frontal fre-
quency in the Low-res samples is
also shown in the supporting infor-
mation Figure S6. Outside of these
regions this consistency is harder to
highlight visually due to the complex
structure of the change in dQ/dy.
However, a spatial correlation in the
GS rectangular domain (28.5°–78°W,
31.5°–52.5°N) of the difference in
dQ/dy between each Low-res
sample with the High-res period
and the associated difference in
∇SSTlow!res nð Þ
!! !! reveals a very high
correlation (Table 1(II)). In other
words, the changes in the gradient
of air-sea sensible heat flux across
atmospheric cold fronts that appear
to be modulating the changes in the
atmospheric cold frontal frequency
in the region can be mostly explained
by the change in the mean SST
gradient between the Low-res
samples and the High-res period.

3.3. Change in Total Precipitation

The observed impact of the change
in SST gradient on atmospheric cold
frontal frequency will naturally affect
associated variables. An obvious

example is the regional precipitation; in the Gulf Stream region extreme precipitation events are heavily
biased toward frontal systems [Parfitt and Czaja, 2016]. Figure 4a illustrates the mean total precipitation

Figure 4. The mean total precipitation for (a) the High-res period and
(b) Low-res sample i. (c) The percentage difference between the High-res
period and Low-res sample i. This difference is calculated as 100 × (Low res-
High res)/(High res) such that negative (positive) values imply more (less)
precipitation in the High-res period. The mean SST contours from Low-res
sample i are plotted from 3°C to 24°C, at 3°C intervals, in Figures 4b and 4c.
The mean SST contours for the High-res period are plotted in Figure 4a.
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this masking technique. In reality, how-
ever, atmospheric fronts themselves
have a certain extension, and so in col-
lecting individually masked frontal grid
points into fronts, additional criteria
must be defined. Unfortunately, as dis-
cussed in the introduction, there is no
widely accepted definition of what con-
stitutes a front. For example, Schemm
et al. [2015] require a minimum exten-
sion of 500 km, whereas Berry et al.
[2011a] require there to be at least three
contiguous grid points. In section 4, a
climatology of atmospheric fronts is pro-
duced where two or more neighboring
grid points must be masked in order to
be considered a front, as used in
Smirnov et al. [2015].

Frontal grid points for the F diagnostic
are separated into “cold” and “warm”
via calculation of the local geostrophic
thermal advection vp .∇(Tp), where vp is
the horizontal wind vector on the pres-
sure surface p. The sign of this quantity
is positive (negative) for cold (warm)
fronts. As used in Berry et al. [2011a], a
minimum frontal speed vp of 1.5 m s!1

is also required for the cold and warm
classifications. For the T diagnostic, the
classification is instead determined as
in Jenkner et al. [2010], via the term
vp: ∇TFP

∣ ∇TFP∣ :

3. A Case Study of an
Extratropical Cyclone

Figure 1a illustrates the masked frontal
grid points at 900 hPa associated with
the passing of an extratropical cyclone

across the North Atlantic at 0000 UTC on 8 February 1982, as detected by the F diagnostic. The total precipi-
tation in mm d!1 is plotted in color, with the instantaneous horizontal wind vectors included as grey arrows.
The frontal grid points themselves are objectively plotted here as bounded by contours of F= 1, with cold and
warm frontal boundaries coloured as blue and red, respectively. Figure 1b illustrates the identification of the
same storm, but with the T diagnostic. For this figure, the air temperature at 900 hPa is plotted in color, with
frontal grid points masked in blue or red depending on their cold or warm classifications, respectively. It is
noted that for both diagnostics used in this case study, any frontal grid points with vp< 1.5 m s!1 are omitted.

In relation to the air temperature gradient, the band of maximum precipitation, and the instantaneous
horizontal wind vectors, both the F and T diagnostics identify the main cold and warm frontal regions of
the extratropical cyclone where one would expect from a manual analysis and there is an excellent degree
of agreement between the two. This high level of correspondence in cold and warm frontal regions identified
by both diagnostics was also present in multiple case studies performed in the preparation of this manuscript
(not shown, although for reference, an additional case study identifying an extratropical cyclone at 0000 UTC

Figure 1. The identification of frontal grid points at 900 hPa in the vici-
nity of a North Atlantic extratropical cyclone at 0000 UTC on 8 February
1982, as detected by the (a) F diagnostic and (b) T diagnostic. In Figure 1a,
the total precipitation rate is plotted in color in mm d!1, while in
Figure 1b the air temperature at 900 hPa is shown in color in K. In both,
the instantaneous horizontal wind vectors are included as grey arrows.
For the T diagnostic, grid points identified as frontal aremasked in blue or
red depending on whether they are classified as “cold” or “warm” frontal,
respectively. For the F diagnostic, the grid points identified as frontal are
instead plotted as contours of F = 1, shaded in blue or red again
depending on classification.

Geophysical Research Letters 10.1002/2017GL073662
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Precipitation difference 
between high vs low 
SST resolutions in 

ERA-Interim.

Atmospheric 
fronts account for 

~90% of the 
wintertime 

precipitation

many 1000 km scales

Parfitt et al. (2017)

20-30% reduced precipitation 
over coarse SST
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Figure 1. The identification of frontal grid points at 900 hPa in the vici-
nity of a North Atlantic extratropical cyclone at 0000 UTC on 8 February
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the total precipitation rate is plotted in color in mm d!1, while in
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 Wave roughness length (z0) parameterization in COARE3.5 (Edson et al. 2013)

(Fairall et al. 1996). The algorithm was subsequently
modified and validated at higher winds in the vers-
ion known as COARE 3.0 (Fairall et al. 2003). The
COARE drag coefficient is parameterized as a func-
tion of atmospheric stability, gustiness, and surface
roughness as

CD(z/z0, z/L,G)5
2uw

UrSr
5

2uw

U2
rG

5

!
k

ln(z/z0)2cm(z/L)

"2
,

(2)

where z is the height above the surface; k is the von
K!arm!an constant, z0 is the aerodynamic roughness
length; cm is a dimensionless function that account for
the effects of atmospheric stratification; and G is the
gustiness parameter given by the ratio of the wind speed
Sr to vector-averaged wind Ur (Beljaars and Holtslag,
1991). The gustiness parameter attempts to account for
momentum, heat, and mass exchange at very low wind
speeds where the vector-averaged wind can vanish, but
the average wind speed is nonzero because of gustiness.
As a result, shear-driven turbulence produced by these
gusts can drive significant exchange in convective con-
ditions (Fairall et al. 1996).

The cm(z/L) function accounts for the departure of
the actual wind profile from its semilogarithmic form
due to stability. The stability correction that is related to
the integral of the dimensionless gradient
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and u*[ (2uw)1/2 is the velocity scaling parameter
known as the friction velocity. Determination of the
dimensionless shear, and flux–profile relationships in
general (e.g., Edson et al. 2004), requires fluxes and their
associated gradients.

a. Dimensionless shear

Flux–profile measurements were made during the
RASEX,MBL and CBLAST programs that utilized two
oversea towers and the R/P FLIP as shown in Fig. 4. The
setups used on the RASEX and CBLAST towers are

FIG. 1. (left) The 2.7-m foam-hull buoy and (right) ASIS platform used during the CLIMODE program to provide
DC estimates of the momentum and heat fluxes. The moored buoy was successfully deployed for 15 months in the
Gulf Stream, while the ASIS was deployed for 14 days.
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you are in the surface layer above wave influences (e.g.,
Edson and Fairall 1998; Edson et al. 2004).
As a result, marine meteorologists and physical

oceanographers often divide the boundary layer close to
the ocean surface into the surface layer where wind
shear and buoyancy–stratification govern the turbulent
flow (i.e., an MO layer) and a wave boundary layer
(WBL) where additional scaling parameters are re-
quired for similarity. The search for these scaling pa-
rameters, and hypotheses for their use, has been going
on for many years (e.g., Charnock 1955; Miles 1957; Hsu
1974; Plant 1982; Geernaert et al. 1986; Donelan 1990;
Donelan et al. 1993; Dobson et al. 1994; Hare et al. 1997;
Johnson et al. 1998; Bourassa et al. 1999; Drennan et al.
2005), but consensus remains elusive.
This study presents results from several field programs

that we specifically designed to investigate the inter-
action of turbulent flow over surface waves in themarine
surface layer. These investigations rely on a set of data
collected from the R/P FLIP and an offshore tower
during theMarine Boundary Layer (MBL; Hristov et al.
2003), Risø Air–Sea Experiment (RASEX; Mahrt et al.
1996), and Coupled Boundary Layers Air–Sea Transfer
at Low Winds (CBLAST-LOW; Edson et al. 2007) pro-
grams sponsored by the Office of Naval Research. The
study also takes advantage of a dataset collected the
National Science Foundation (NSF) sponsored Climate
Variability and Predictability (CLIVAR) Mode Water
Dynamic Experiment (CLIMODE; Marshall et al. 2009)
conducted over two winter seasons in the North Atlantic
about the northern wall of the Gulf Stream.
The inclusion of the measurements made during

CLIMODE allows an investigation of the transfer co-
efficients at high wind speeds. The CLIMODE momen-
tum fluxes used in this investigation are provided by
the direct covariance (DC) technique from two highly
instrumented platforms: a moored 2.7-m-diameter foam-
hull buoy and a driftingAir–Sea Interaction Spar (ASIS).
The ASIS package included a Direct Covariance Flux
Systems (DCFS) with a sonic anemometer, infrared hy-
grometer, and motion correction system that provides
estimates of the momentum, sensible heat, and latent
heat fluxes using theDCmethod. TheASISwas deployed
during the January 2006 and February 2007 field pro-
grams for 10 and 14 days, respectively. A low-power
version of the DCFS (without the infrared hygrometer)
was deployed for 15 months on the moored buoy, as de-
scribed byWeller et al. (2012) andBigorre et al. (2013). The
ASIS and buoy used in CLIMODE are shown in Fig. 1.
The combined MBL, RASEX, CBLAST, and

CLIMODE dataset covers a wide range of sea states and
wage ages. The wave-age parameter cp/U10N , where U10N

is the wind speed at 10m adjusted to neutral conditions,

and cp is the phase speed of the waves at the spectral
peak, is shown in Fig. 2 for the CLIMODE, CBLAST,
and MBL experiments. The value of cp/U10N for fully
developed or mature sea is 1.2 (Donelan 1990), that is,
when the phase speed and wind speed are roughly
equivalent. This value is shown by the red line in Fig. 2.
Wave ages for young (developing) seas are smaller while
those for old (decaying) seas associated with swell are
larger. The wide range of wave ages associated with the
CLIMODE data is consistent with high-latitude wave
climatologies for the open ocean. The CBLAST data are
representative of an often swell-dominated coastal re-
gime over a three month period, while the MBL data
characterize the passage of a single storm over the open
ocean. While the fully developed seas occurred most
frequently in the composite dataset, there is a significant
percentage of data in both young and old seas to in-
vestigate the air–sea exchange under awide range ofwind
speeds and wave ages.

2. Parameterizations of momentum exchange

The exchange of momentum between the atmosphere
and ocean is difficult to measure directly over the ocean.
Instead, oceanographers and meteorologists often rely
on bulk formulas that relate the fluxes to more easily
measured averaged wind speed, temperature, and hu-
midity. These averaged variables are related to the flux
through transfer coefficients. For example, based on the
dimensional arguments, the exchange of momentum at
the ocean surface is expected to scale as the wind speed
squared:

t52rauw ffi raCDU
2
r , (1)

where t is the momentum flux or surface stress; ra is the
density of air; rauw represents the flux computed using
the DC method, where u and w are the fluctuating
alongwind and vertical velocity components, respec-
tively, and the overbar denotes a time average; Ur is the
wind speed relative to water (i.e., the air–water velocity
difference); and CD is the transfer coefficient for mo-
mentum known as the drag coefficient. The importance
of using relative wind speed is discussed in the appendix.
The quadratic relationship between wind speed and
surface stress is evident in Fig. 3, which plots DC esti-
mates from the field programs against the relative wind
speed adjusted to 10-m.
A widely used parameterization of the drag coeffi-

cient is Coupled Ocean–Atmosphere Response Ex-
periment (COARE) algorithm developed during the
Tropical Ocean Global Atmosphere (TOGA) COARE
(Webster and Lucas 1992) for low to moderate winds
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1. Wind Speed Dependent Formulation (WSDF)

• Assumption #1: Wind-wave equilibrium (wave 
age~1.2):
• Wind seas under high wind and swell under low 

wind.
• Assumption #2: Waves aligned with winds (θ=0)
• Violated near strong density fronts, shallow, fetch-

limited oceans, under rapidly translating cyclones.

has been successfully used to compute bulk fluxes over the
oceans for decades. A fit to the data between jz/Lj, 0:04
and the mean of the data between jz/Lj, 0:01 both pro-
vide a von K!arm!an constant of 0.40, which is the most
commonly assigned value in the literature.
There is more uncertainty in the dimensionless shear

under stable conditions, but the same can be said for
surface layers over land. The average data follow the
Businger–Dyer function out to z/L ; 0.5 but then in-
crease less rapidly. The COARE 3.0 algorithm relies
on the formulation presented by Beljaars and Holtslag
(1991) for stable conditions, which models the roll off
under highly stable conditions using several tunable
parameters. The values used in the COARE3.0 function
agree well with the bin-averaged data as shown in Fig. 5.
It should be noted that the data do not compare well
with the RASEX parameterization under stable condi-
tions reported by Vickers and Mahrt (1999). However,
this discrepancy is effectively removed by limiting the data
to wind directions that provide long fetch. This restriction
is believed to removemany of the complications that arise
because of surface-layer adjustment from land to sea over
short fetch as described in Mahrt et al. (1998, 2001).
The agreement between the individual datasets and

previously used parameterizations strongly suggests that
the use of flux–profile relationships based on MO simi-
larity is valid in the marine surface layer for cp/U10N less
than 2.5. However, there are small differences between
the COARE 3.0 algorithm and the data over all stability
conditions. For example, the bin-averaged values of the
dimensionless shear under unstable conditions are slightly
lower than COARE 3.0 in near-neutral conditions and
fall above and below the line for more convective condi-
tions. In fact, the average data fall between the COARE
3.0 algorithm and the parameterizations reported by
Vickers and Mahrt (1999) in near-neutral conditions.
This suggests that the data may still be influenced by

waves, which violates the assumptions made for MO
similarity. For example, upon close examination of the
individual datasets, the RASEX data taken over shallow
water with generally younger sea conditions fall slightly
below the CBLAST and FLIP taken under moremature
sea conditions. However, these differences are subtle,
and an investigation on the impact of surface waves on
shear production is ongoing. Therefore, for the remainder
of this investigation, it is assumed that the measurements
are generally made above the WBL (i.e., for z $ 4m)
and that MO similarity is valid. Stability corrections are
made using the COARE 3.0 algorithm.

b. Neutral drag coefficient

The results from section 2a suggest that our mea-
surements are above the WBL. However, this does not

mean that surface waves do not strongly impact mo-
mentum exchange over the ocean. In fact, once the sea
becomes fully rough, the waves are expected to have
a first-order impact onmomentum exchange as roughness
elements. As such, waves strongly impact the lower
boundary condition of the wind profile (i.e., the roughness
length) even if they do not strongly impact the shape of the
wind profile. In this study, the role of surface waves in
momentum exchange through surface roughness is in-
vestigated using the neutral drag coefficient defined as
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where the subscript N denotes neutral atmospheric
stratification. The DC measurements of the momentum
flux are combined with stability-corrected wind speeds
to directly compute the neutral drag coefficient. These
measurements can then be used to develop parameter-
ization of the flux in terms of the surface roughness as
done in this investigation.
The COARE algorithm parameterizes the surface

roughness by separating it into two terms

z05 zsmooth
0 1 zrough0 , (6)

where zsmooth
0 accounts for ‘‘roughness’’ of the ocean

when it is aerodynamically smooth and the surface stress
is supported by viscous shear. The second term zrough0

accounts for the actual roughness elements driven by the
wind stress in the form of surface gravity waves (e.g., Liu
et al. 1979; Smith 1988; Fairall et al. 1996). The smooth-
flow component of the total roughness is often param-
eterized in terms of the roughness Reynolds number
(i.e., the ratio of the inertial to viscous forces), which
results in

zsmooth
0 5g

n

u*
, (7)

where n is the kinematic viscosity, and g is the roughness
Reynolds number for smooth flow, which has been de-
termined to be 0.11 from laboratory experiments. The
rough-flow component is often parameterized using the
scaling proposed by Charnock (1955):

zrough0 5a
u2*
g
, (8)

where a is Charnock coefficient, and g is the gravita-
tional acceleration. The Charnock coefficient is the
normalized roughness and takes the dimensionless form
of an inverse Froude number as it represents the ratio of
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Charnock coefficient

the gravitational restoring force to the inertial forces
(i.e., the wind stress) generating the roughness elements.
As such, this parameterization represents the roughness
of the wind waves, which support a significant fraction
of the surface stress as the surface transitions to fully
rough.
The combination of the viscous and wave-induced

stresses is often used to define the total surface stress:

t5 tn 1 tw , (9)

where tv and tw are the viscous and wave-induced
components, respectively. The viscous stress supports
most of the momentum exchange at wind speeds below
3ms21. The surface waves support most of the surface
stress via form drag (normal stress) once the sea be-
comes fully rough, which occurs for wind speeds above
approximately 7.5m s21 (Donelan 1990). Between
these two extremes lies a transitional regime (Kraus
and Businger 1994) where the surface waves support
a substantial fraction of the stress (Banner and Peirson
1998). It should be noted, however, that while these
stress components are additive, the drag coefficients
defined by the individual roughness components are
not, that is,
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Therefore, the individual roughness lengths cannot be
used to directly estimate the stress components. Instead,
the COARE algorithm uses these parameterizations to
estimate the total roughness

z0 5 g
n

u*
1a

u2*
g
, (11)

which is then used to compute the drag coefficient and
the total stress using (1) and (2) as described by Fairall
et al. (2003).
The investigation will focus on the parameterization

of the rough-flow component through the Charnock
coefficient. This coefficient was originally referred to as
the Charnock constant but is now known to vary as
a function of, for example, wind speed, wave age, and
sea state. The behavior of the Charnock coefficient as a
function of wind speed is investigated in section 2c. This
is followed by investigations of the wage-age and sea-
state dependence of the Charnock coefficient in sections

2d and 2e; where wave age quantifies the stage of wave
development, while sea state characterizes the current
conditions in term of, for example, wave height, wave
period, and wave steepness. The investigation then
provides a means to reconcile the wind speed– and wave
age–dependent formulation over the open ocean in
section 3, and discusses their behavior at high and low
winds in sections 3a and 3b. The investigation concludes
with a summary that includes a comparison of the DC
momentum fluxes versus the parameterizations devel-
oped in this study in section 3c.

c. Wind speed–dependent formulation

In the COARE 3.0 algorithm (Fairall et al. 2003), the
roughness length due to zrough0 is parameterized using
a wind speed–dependent formulation:

a5
gzrough0

u2*
5 f1(U10N) , (12)

where a is a function of wind speed, andU10N is the wind
speed at 10m under neutral conditions. Direct estimates
of the stability-corrected (neutral) drag coefficient are
shown in Fig. 6 along with the COARE 3.0 parameter-
ization, which blends the smooth- and rough-flow pa-
rameterization given by (11). The combination of the
smooth-flow parameterization that increases with de-
creasing wind and a rough-flow parameterization that
increases with increasing wind results in a minimum in
the total roughness. Kraus and Businger (1994) predict
that the roughness length and thereby the drag co-
efficient are expected to have aminimum for u* between
0.07 and 0.11m s21, which corresponds to a wind speed
between 2 and 3m s21. There is clear evidence for this
minimum in Fig. 6.
The neutral drag coefficients are in good agreement

with COARE 3.0 over moderate wind conditions.
However, there are differences at the lowest and highest
wind speeds where COARE 3.0 over- and underestimates
the drag, respectively. Therefore, the combined dataset is
used to refine the dependence of the Charnock coefficient
as a function of wind speed. This is accomplished through
the following steps.

1) Individual estimates of the neutral drag coefficients
at 10m are computed from measurements following
(5) as shown by the upper panel of Fig. 6.

2) The measured CD10N are then averaged into 1m s21

bins of U10N as shown by the middle panel of
Fig. 6.

3) Likewise, the measurements of uw are separately bin
averaged according to U10N to reduce some of the
self correlation between these variables.
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Therefore, the individual roughness lengths cannot be
used to directly estimate the stress components. Instead,
the COARE algorithm uses these parameterizations to
estimate the total roughness
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which is then used to compute the drag coefficient and
the total stress using (1) and (2) as described by Fairall
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The investigation will focus on the parameterization

of the rough-flow component through the Charnock
coefficient. This coefficient was originally referred to as
the Charnock constant but is now known to vary as
a function of, for example, wind speed, wave age, and
sea state. The behavior of the Charnock coefficient as a
function of wind speed is investigated in section 2c. This
is followed by investigations of the wage-age and sea-
state dependence of the Charnock coefficient in sections

2d and 2e; where wave age quantifies the stage of wave
development, while sea state characterizes the current
conditions in term of, for example, wave height, wave
period, and wave steepness. The investigation then
provides a means to reconcile the wind speed– and wave
age–dependent formulation over the open ocean in
section 3, and discusses their behavior at high and low
winds in sections 3a and 3b. The investigation concludes
with a summary that includes a comparison of the DC
momentum fluxes versus the parameterizations devel-
oped in this study in section 3c.

c. Wind speed–dependent formulation

In the COARE 3.0 algorithm (Fairall et al. 2003), the
roughness length due to zrough0 is parameterized using
a wind speed–dependent formulation:
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5 f1(U10N) , (12)

where a is a function of wind speed, andU10N is the wind
speed at 10m under neutral conditions. Direct estimates
of the stability-corrected (neutral) drag coefficient are
shown in Fig. 6 along with the COARE 3.0 parameter-
ization, which blends the smooth- and rough-flow pa-
rameterization given by (11). The combination of the
smooth-flow parameterization that increases with de-
creasing wind and a rough-flow parameterization that
increases with increasing wind results in a minimum in
the total roughness. Kraus and Businger (1994) predict
that the roughness length and thereby the drag co-
efficient are expected to have aminimum for u* between
0.07 and 0.11m s21, which corresponds to a wind speed
between 2 and 3m s21. There is clear evidence for this
minimum in Fig. 6.
The neutral drag coefficients are in good agreement

with COARE 3.0 over moderate wind conditions.
However, there are differences at the lowest and highest
wind speeds where COARE 3.0 over- and underestimates
the drag, respectively. Therefore, the combined dataset is
used to refine the dependence of the Charnock coefficient
as a function of wind speed. This is accomplished through
the following steps.

1) Individual estimates of the neutral drag coefficients
at 10m are computed from measurements following
(5) as shown by the upper panel of Fig. 6.

2) The measured CD10N are then averaged into 1m s21

bins of U10N as shown by the middle panel of
Fig. 6.

3) Likewise, the measurements of uw are separately bin
averaged according to U10N to reduce some of the
self correlation between these variables.
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2. Wave-Based Formulation (WBF)

• Still assumes θ=0.
• WBF often DOES NOT yield better fluxes. 
• Does that mean waves aren’t important?
• No, parameterizations are imperfect.

COARE3.5 WSDF  (black dots) :     

(1) - COARE3.5 WBF

(2) – Porchetta et al. 2019,2020

(3) – My test.. mix (1) and (2)
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has been successfully used to compute bulk fluxes over the
oceans for decades. A fit to the data between jz/Lj, 0:04
and the mean of the data between jz/Lj, 0:01 both pro-
vide a von K!arm!an constant of 0.40, which is the most
commonly assigned value in the literature.
There is more uncertainty in the dimensionless shear

under stable conditions, but the same can be said for
surface layers over land. The average data follow the
Businger–Dyer function out to z/L ; 0.5 but then in-
crease less rapidly. The COARE 3.0 algorithm relies
on the formulation presented by Beljaars and Holtslag
(1991) for stable conditions, which models the roll off
under highly stable conditions using several tunable
parameters. The values used in the COARE3.0 function
agree well with the bin-averaged data as shown in Fig. 5.
It should be noted that the data do not compare well
with the RASEX parameterization under stable condi-
tions reported by Vickers and Mahrt (1999). However,
this discrepancy is effectively removed by limiting the data
to wind directions that provide long fetch. This restriction
is believed to removemany of the complications that arise
because of surface-layer adjustment from land to sea over
short fetch as described in Mahrt et al. (1998, 2001).
The agreement between the individual datasets and

previously used parameterizations strongly suggests that
the use of flux–profile relationships based on MO simi-
larity is valid in the marine surface layer for cp/U10N less
than 2.5. However, there are small differences between
the COARE 3.0 algorithm and the data over all stability
conditions. For example, the bin-averaged values of the
dimensionless shear under unstable conditions are slightly
lower than COARE 3.0 in near-neutral conditions and
fall above and below the line for more convective condi-
tions. In fact, the average data fall between the COARE
3.0 algorithm and the parameterizations reported by
Vickers and Mahrt (1999) in near-neutral conditions.
This suggests that the data may still be influenced by

waves, which violates the assumptions made for MO
similarity. For example, upon close examination of the
individual datasets, the RASEX data taken over shallow
water with generally younger sea conditions fall slightly
below the CBLAST and FLIP taken under moremature
sea conditions. However, these differences are subtle,
and an investigation on the impact of surface waves on
shear production is ongoing. Therefore, for the remainder
of this investigation, it is assumed that the measurements
are generally made above the WBL (i.e., for z $ 4m)
and that MO similarity is valid. Stability corrections are
made using the COARE 3.0 algorithm.

b. Neutral drag coefficient

The results from section 2a suggest that our mea-
surements are above the WBL. However, this does not

mean that surface waves do not strongly impact mo-
mentum exchange over the ocean. In fact, once the sea
becomes fully rough, the waves are expected to have
a first-order impact onmomentum exchange as roughness
elements. As such, waves strongly impact the lower
boundary condition of the wind profile (i.e., the roughness
length) even if they do not strongly impact the shape of the
wind profile. In this study, the role of surface waves in
momentum exchange through surface roughness is in-
vestigated using the neutral drag coefficient defined as
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where the subscript N denotes neutral atmospheric
stratification. The DC measurements of the momentum
flux are combined with stability-corrected wind speeds
to directly compute the neutral drag coefficient. These
measurements can then be used to develop parameter-
ization of the flux in terms of the surface roughness as
done in this investigation.
The COARE algorithm parameterizes the surface

roughness by separating it into two terms

z05 zsmooth
0 1 zrough0 , (6)

where zsmooth
0 accounts for ‘‘roughness’’ of the ocean

when it is aerodynamically smooth and the surface stress
is supported by viscous shear. The second term zrough0

accounts for the actual roughness elements driven by the
wind stress in the form of surface gravity waves (e.g., Liu
et al. 1979; Smith 1988; Fairall et al. 1996). The smooth-
flow component of the total roughness is often param-
eterized in terms of the roughness Reynolds number
(i.e., the ratio of the inertial to viscous forces), which
results in

zsmooth
0 5g

n

u*
, (7)

where n is the kinematic viscosity, and g is the roughness
Reynolds number for smooth flow, which has been de-
termined to be 0.11 from laboratory experiments. The
rough-flow component is often parameterized using the
scaling proposed by Charnock (1955):

zrough0 5a
u2*
g
, (8)

where a is Charnock coefficient, and g is the gravita-
tional acceleration. The Charnock coefficient is the
normalized roughness and takes the dimensionless form
of an inverse Froude number as it represents the ratio of
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 wave phase speed 
Cp=g*(Tp/2π)

significant wave height

Tp: wave period at the 
spectral peak

inverse wave age

! = ρa CD (W − U)2
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oceans for decades. A fit to the data between jz/Lj, 0:04
and the mean of the data between jz/Lj, 0:01 both pro-
vide a von K!arm!an constant of 0.40, which is the most
commonly assigned value in the literature.
There is more uncertainty in the dimensionless shear

under stable conditions, but the same can be said for
surface layers over land. The average data follow the
Businger–Dyer function out to z/L ; 0.5 but then in-
crease less rapidly. The COARE 3.0 algorithm relies
on the formulation presented by Beljaars and Holtslag
(1991) for stable conditions, which models the roll off
under highly stable conditions using several tunable
parameters. The values used in the COARE3.0 function
agree well with the bin-averaged data as shown in Fig. 5.
It should be noted that the data do not compare well
with the RASEX parameterization under stable condi-
tions reported by Vickers and Mahrt (1999). However,
this discrepancy is effectively removed by limiting the data
to wind directions that provide long fetch. This restriction
is believed to removemany of the complications that arise
because of surface-layer adjustment from land to sea over
short fetch as described in Mahrt et al. (1998, 2001).
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the use of flux–profile relationships based on MO simi-
larity is valid in the marine surface layer for cp/U10N less
than 2.5. However, there are small differences between
the COARE 3.0 algorithm and the data over all stability
conditions. For example, the bin-averaged values of the
dimensionless shear under unstable conditions are slightly
lower than COARE 3.0 in near-neutral conditions and
fall above and below the line for more convective condi-
tions. In fact, the average data fall between the COARE
3.0 algorithm and the parameterizations reported by
Vickers and Mahrt (1999) in near-neutral conditions.
This suggests that the data may still be influenced by

waves, which violates the assumptions made for MO
similarity. For example, upon close examination of the
individual datasets, the RASEX data taken over shallow
water with generally younger sea conditions fall slightly
below the CBLAST and FLIP taken under moremature
sea conditions. However, these differences are subtle,
and an investigation on the impact of surface waves on
shear production is ongoing. Therefore, for the remainder
of this investigation, it is assumed that the measurements
are generally made above the WBL (i.e., for z $ 4m)
and that MO similarity is valid. Stability corrections are
made using the COARE 3.0 algorithm.

b. Neutral drag coefficient

The results from section 2a suggest that our mea-
surements are above the WBL. However, this does not

mean that surface waves do not strongly impact mo-
mentum exchange over the ocean. In fact, once the sea
becomes fully rough, the waves are expected to have
a first-order impact onmomentum exchange as roughness
elements. As such, waves strongly impact the lower
boundary condition of the wind profile (i.e., the roughness
length) even if they do not strongly impact the shape of the
wind profile. In this study, the role of surface waves in
momentum exchange through surface roughness is in-
vestigated using the neutral drag coefficient defined as
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where the subscript N denotes neutral atmospheric
stratification. The DC measurements of the momentum
flux are combined with stability-corrected wind speeds
to directly compute the neutral drag coefficient. These
measurements can then be used to develop parameter-
ization of the flux in terms of the surface roughness as
done in this investigation.
The COARE algorithm parameterizes the surface

roughness by separating it into two terms
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when it is aerodynamically smooth and the surface stress
is supported by viscous shear. The second term zrough0

accounts for the actual roughness elements driven by the
wind stress in the form of surface gravity waves (e.g., Liu
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results in
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where n is the kinematic viscosity, and g is the roughness
Reynolds number for smooth flow, which has been de-
termined to be 0.11 from laboratory experiments. The
rough-flow component is often parameterized using the
scaling proposed by Charnock (1955):

zrough0 5a
u2*
g
, (8)

where a is Charnock coefficient, and g is the gravita-
tional acceleration. The Charnock coefficient is the
normalized roughness and takes the dimensionless form
of an inverse Froude number as it represents the ratio of
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Parameterizing surface wave impacts on wind stress



SCOAR ocean-wave-atmosphere coupled modeling system

Experiments Coupling z0 in COARE3.5

WSDF WRF-ROMS wind speed only

WBF WRF-ROMS-WW3 
with default WBF wave-based (Tp, Hs)

WBF_θ
WRF-ROMS-WW3 
with modified WBF

vector wave stress (θ≠0)

WBF_Tm with Tm instead of Tp

• A modeling tool to study the multi-scale nature of the ocean-
atmosphere interactions and their climate implications

• The wave-coupling procedure is documented in Sauvage et 
al. (2023)

• 10 km resolutions with matching grids. All runs include tides, 
current-wind and SST-wind interactions, and breaking wave 
induced vertical mixing.

https://hseo.whoi.edu/scoar-model

Seo et al. 2007, 2014; Sauvage et al. 2023



Snapshots 36 hours after the initial 
condition (12Z Dec 2 2018)
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peak wave age PDF
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θ and wave direction parameterized z0 Wave slope 

smooth
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Case study: mixed sea states 
under a storm
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old seas
wave age

• WBF (with wave age)
• WSDF

wave roughness length (z0)

z0
 (m

m
)

WBF z0 is 16% higher

WBF z0 is 18% lower

surface neutral wind speed (U10N)

developing 
sea

mixed sea
decaying sea

wave age

z0 and ! responses to surface waves and sea state in COARE3.5

WBF ! is 1% 
higher

WBF ! is 
3% lower

developing 
sea

mixed sea

decaying sea

wind stress (!)

surface neutral wind speed (U10N)



Comparison to the directly measured wind stress

Wind speeds (W10)

2018/12-2019/01

wave age

U10N

OOI
WSDF

• WSDF underestimates stress over young sea, but shows a 
good agreement with the measurements in high winds.

Quarterly 
cruises OOI Surface 

Mooring Arrays

Woods Hole

Land 
stations

NDBC Buoys

MVCO
wind stress (!): measured vs. WSDF vs. WBF



Comparison to the directly measured wind stress

Wind speeds (W10)

2018/12-2019/01

wind stress (!): measured vs. WSDF vs. WBF

OOI
WSDF

• WBF alleviates the low-stress bias over young sea
• But it underestimates the stress in mixed sea

Quarterly 
cruises OOI Surface 

Mooring Arrays

Woods Hole

Land 
stations

NDBC Buoys

MVCO

WSD

WBF

U10N

OOI
WSDF

wave age

2018/12-2019/01



Improving the wave-based formulation for the mixed sea conditions

Edson et al. (2013) COARE3.5

COARE3.5 WSDF  (black dots) :     

(1) - COARE3.5 WBF

(2) – Porchetta et al. 2019,2020

(3) – My test.. mix (1) and (2)
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Roughness 
length

θ in radian between 0 and πCOARE3.5 OFFLINE

has been successfully used to compute bulk fluxes over the
oceans for decades. A fit to the data between jz/Lj, 0:04
and the mean of the data between jz/Lj, 0:01 both pro-
vide a von K!arm!an constant of 0.40, which is the most
commonly assigned value in the literature.
There is more uncertainty in the dimensionless shear

under stable conditions, but the same can be said for
surface layers over land. The average data follow the
Businger–Dyer function out to z/L ; 0.5 but then in-
crease less rapidly. The COARE 3.0 algorithm relies
on the formulation presented by Beljaars and Holtslag
(1991) for stable conditions, which models the roll off
under highly stable conditions using several tunable
parameters. The values used in the COARE3.0 function
agree well with the bin-averaged data as shown in Fig. 5.
It should be noted that the data do not compare well
with the RASEX parameterization under stable condi-
tions reported by Vickers and Mahrt (1999). However,
this discrepancy is effectively removed by limiting the data
to wind directions that provide long fetch. This restriction
is believed to removemany of the complications that arise
because of surface-layer adjustment from land to sea over
short fetch as described in Mahrt et al. (1998, 2001).
The agreement between the individual datasets and

previously used parameterizations strongly suggests that
the use of flux–profile relationships based on MO simi-
larity is valid in the marine surface layer for cp/U10N less
than 2.5. However, there are small differences between
the COARE 3.0 algorithm and the data over all stability
conditions. For example, the bin-averaged values of the
dimensionless shear under unstable conditions are slightly
lower than COARE 3.0 in near-neutral conditions and
fall above and below the line for more convective condi-
tions. In fact, the average data fall between the COARE
3.0 algorithm and the parameterizations reported by
Vickers and Mahrt (1999) in near-neutral conditions.
This suggests that the data may still be influenced by

waves, which violates the assumptions made for MO
similarity. For example, upon close examination of the
individual datasets, the RASEX data taken over shallow
water with generally younger sea conditions fall slightly
below the CBLAST and FLIP taken under moremature
sea conditions. However, these differences are subtle,
and an investigation on the impact of surface waves on
shear production is ongoing. Therefore, for the remainder
of this investigation, it is assumed that the measurements
are generally made above the WBL (i.e., for z $ 4m)
and that MO similarity is valid. Stability corrections are
made using the COARE 3.0 algorithm.

b. Neutral drag coefficient

The results from section 2a suggest that our mea-
surements are above the WBL. However, this does not

mean that surface waves do not strongly impact mo-
mentum exchange over the ocean. In fact, once the sea
becomes fully rough, the waves are expected to have
a first-order impact onmomentum exchange as roughness
elements. As such, waves strongly impact the lower
boundary condition of the wind profile (i.e., the roughness
length) even if they do not strongly impact the shape of the
wind profile. In this study, the role of surface waves in
momentum exchange through surface roughness is in-
vestigated using the neutral drag coefficient defined as

CDN(z/z0)5
2uw

U2
NG

5

!
k

ln(z/z0)

"2
, (5)

where the subscript N denotes neutral atmospheric
stratification. The DC measurements of the momentum
flux are combined with stability-corrected wind speeds
to directly compute the neutral drag coefficient. These
measurements can then be used to develop parameter-
ization of the flux in terms of the surface roughness as
done in this investigation.
The COARE algorithm parameterizes the surface

roughness by separating it into two terms

z05 zsmooth
0 1 zrough0 , (6)

where zsmooth
0 accounts for ‘‘roughness’’ of the ocean

when it is aerodynamically smooth and the surface stress
is supported by viscous shear. The second term zrough0

accounts for the actual roughness elements driven by the
wind stress in the form of surface gravity waves (e.g., Liu
et al. 1979; Smith 1988; Fairall et al. 1996). The smooth-
flow component of the total roughness is often param-
eterized in terms of the roughness Reynolds number
(i.e., the ratio of the inertial to viscous forces), which
results in

zsmooth
0 5g

n

u*
, (7)

where n is the kinematic viscosity, and g is the roughness
Reynolds number for smooth flow, which has been de-
termined to be 0.11 from laboratory experiments. The
rough-flow component is often parameterized using the
scaling proposed by Charnock (1955):

zrough0 5a
u2*
g
, (8)

where a is Charnock coefficient, and g is the gravita-
tional acceleration. The Charnock coefficient is the
normalized roughness and takes the dimensionless form
of an inverse Froude number as it represents the ratio of
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wave age

OOI
WSDF
WBF (with θ=0) 

U10N

Waves are not aligned (θ≠0) with local 
winds in mixed seas:

wave direction

wind direction increased surface drag

OOI
WBF (with θ≠0)

θ

  

To get the direct impact of waves on stress and wind without too much of other feedback

- one short simulation starting January 8 00h and looking at 6h
(2 coupling time step after initial conditions)

- on simulation introducing the angle wind-wave

Tau (N/m2)

zrough=Hs⋅0.09⋅cos(0.45θ)⋅(
u

*

Cp

)
2⋅cos (−0.32θ)

WSDF
WBF

WSDF
WBF

Roughness z0 (mm)

Swell strongly misaligned 

Tau (N/m2)

WSDF
WBF_theta

WSDF
WBF_theta

Roughness z0 (mm)

Including the angle wind-wave 
Allow to increase the roughness
And stress in case of strong
misalignement

Theta (deg)

0

180

Sauvage, et al. (2023)

U10N

• The next-generation COARE (v4.0) will continue to assume θ=0.
• Our model provides various revised formulations to represent the wave effects.



Wave-current interaction

Δz0 ΔCD Δ!
up to 10% up to 10% ~1%

WRF-ROMS-WW3 simulations with and without surface 
current effects on waves

wind stress surface current

Hs with currentHs without current
→: wave 
direction

→: wave 
direction

→: wind 
stress

→: 
current

The spatial variability in ocean currents affects the wave properties and thus air-sea flux (Ardhuin et al. 2017)
Even the most advanced bulk formula do not take into account this effect.

current direction

wave direction
increased Hs & z0



Air-sea interaction research and the of WHOI

surface wave

ocean

PBL

Troposphere

wave-wind 
interaction

wave-current
interaction

ocean forcing of 
baroclinicity and diabatic 

heating

atmospheric 
stochastic 
variability

SST-heat flux 
&

current-wind 
interactions

downstream 
circulation

•  Ocean mesoscale air-sea interaction is a multi-scale phenomenon, and 
is important for determining the air-sea flux impacts on boundary layer 
processes, ocean circulation, and high-impact weather events. 

• Because of the multi-scale nature, there are many challenges in 
developing observing and modeling strategies

• In-situ measurements are extremely sparse. But there are many 
emerging technologies that enable fine-scale sampling of the ocean and 
air-sea interaction. WHOI is the leading institution in many efforts. 

• Efforts like WFIP-3 will develop the RI/MA lease areas into an ocean 
test bed for energy and climate research and development.

• An ambitious ($100M) project is being developed led by WHOI scientists 
to provide better global observations of mesoscale air-sea coupling.

Multi-scale O-W-A interactions



A NASA Earth Venture Mission - EVM3 - Proposed Mission
EVMs are science driven, competitively selected, low cost satellite missions

Principal Investigator: Dr. Chelle Gentemann
Deputy Principal Investigator: Dr. Carol Anne Clayson
Project Scientist: Dr. Tony Lee
Deputy Project Scientist: Dr. Shannon Brown 

Science Team: Aneesh Subramanian, Mark 
Bourassa, Hyodae Seo, Kelly Lombardo, Sarah 
Gille, Tom Farrar, Rhys Parfitt, Brian Argrow 

https://nasa-butterfly.github.io/

https://nasa-butterfly.github.io/
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